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   The existing outdoor car parks do not have the systematic system. All of 

them are managed by human and ineffective therefore problems were occurred. The 

critical problem of the outdoor parking is wasting time in finding available parking 

lot. The drivers have to drive around the car park until they found the available 

parking lot. The problem always occurs in the city areas. Where the number of cars 

are higher than the number of parking lots. This problem is remaining because the 

technologies were overlooking. Various intelligent systems have been done to 

facilitate the traffic in the car parks. The old manual systems were change to be 

computer automatic system. An operator and the entrance in the old systems are 

replaced by the barrier gates and automatics tickets for the assessment. With the 

innovative of the technology, these systems have been applied in differences purpose. 

  Therefore, the research focuses on applying technology on the outdoor 

parking system, especially using the image processing to detecting the status of the 

parking lots in the car park is a cost effective solution. The outdoor car park consists 

of variety factors need to be considered. The proper object detection techniques are 

required for the detection accuracy in difference car park conditions. Hence, a smart 

cost effective real time outdoor car parking space detection using video processing is 

valuable. 

  The research was carried out by using MATLAB programming software 

together with display hardware. Numbers of image processing techniques were 

applied to improve the system efficiency. The system was included input module, 

three detection modules and output module. Experiments were done on prototype and 

actual car parks in differences conditions. 
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Chapter 1 

Introduction 

 

1.1   Background 

 Digital Image processing is the technique of using computer algorithms to 

process the digital image. One of the particularly interesting application is an analysis 

of visual objects in images is a very important component in computer vision systems 

which perform object recognition, image retrieval, and image registration. Areas 

where such systems are deployed are diverse and include such applications as 

surveillance, video forensics, and medical image analysis for computer-aided 

diagnosis. The object recognition problem has attracted much attention recently due to 

the increasing demand for developing real-world systems. Generally, recognition is 

mainly divided into two parts: recognition and detection. The goal of object category 

recognition is to classify a given object into one of the several prespecified categories, 

while object detection is to separate objects of interest from the background. 

 Specifically, extracting the points from an image that can give best defines 

from an object in image namely keypoints is very important and valuable. These 

points have many applications in image processing like object detection, object and 

shape recognition, image registration and object tracking. By extracting the keypoints, 

we can use them for finding objects in the other images. Detect and recognize the 

object by using the keypoints and a segmentation algorithm are very accurate because 

if the keypoints are correctly identified, they achieve the best information. 

 Of particular interest in object detection in digital images, current approaches 

to object detection can be categorized by top-down, bottom-up or combination of the 

two. Top-down approaches often include a training stage to obtain class-specific 

model features or to define object configurations. Hypotheses are found by matching 

models to the image features. Bottom-up approaches start from low-level or mid-level 

image features, i.e. edges or segments. These methods build up hypotheses from such 

features, extend them by construction rules and then evaluate by certain cost 

functions. The third category of approaches combining top-down and bottom-up 

methods have become prevalent because they take advantage of both aspects. 
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Although top-down approaches can quickly drive attention to promising hypotheses, 

they are prone to produce many false positives when features are locally extracted and 

matched. Features within the same hypothesis may not be consistent with respect to 

low-level image segmentation. On the other hand, bottom-up approaches try to keep 

consistency in low level image segmentation, but usually need much more efforts in 

searching and grouping. 

 Based on the above information, this thesis focuses on the applications of 

image processing algorithm for object detection in digital images. The challenges are 

to detect the objects in static images. New algorithms will be developed for both real 

time object detection base on reference image and without reference image. The 

application under interest is the real-time monitoring of vacancy in car parking lots. 

The applicated program will also be developed. The expected outcomes involve smart 

and cost effective system with high efficiency.  

 

1.2   Research Objective 

 1.2.1 To develop an algorithm for real-time object detections of digital 

images.  

               1.2.2 To implement the vacancy detection prototype system for outdoor car 

parking lots using the developed real-time object detections of digital image.    

               1.2.3 To implement smart and cost effective system for outdoor car parking 

lots vacancy detection.    

 

1.3   Research Scope 

              The experiment is firstly conducted under laboratory scale. Second the 

experiment was applied in real environmental factors for function flexibility test. 

Figure 1.1 shows the scope of object detection algorithm using reference base. The 

camera will capture two images with different time, i.e. a current and a future one. 

The two pictures will be compared through image differencing algorithms and 

proceeded into a simple binary image. The resulting image will be converted into as 

inputs of object detection algorithm for space classifications. The output of object 
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detection will indicate the approximate key point of interest that shows the existence 

of object in the image.  

 

 

 

Figure 1.1 The scope of  object detection algorithm using reference base. 

 

 Figure 1.2 shows the scope of the application of the proposed algorithm. The 

digital images from the civilian camera will be capture with different time, i.e. 1 

minute for real-time monitoring system.  The markets are cars that parked in the 

outdoor parking lots. The image will be transferred into a binary image as previously 

described in Figure 1.1. The vacancy of the parking space detected will be displayed 

as a program that shows lots available. 
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Figure 1.2 The scope of  alienation in vacancy detection in car parking lots. 

 

1.4   Expected Outcomes 

 1.4.1 Achieve an algorithm for real-time object detections of digital images. 

               1.4.2 Achieve the system for outdoor car parking lots vacancy detection.    

               1.4.3 Achieve the implementation of a smart and cost effective system for 

outdoor car parking lots vacancy detection.    
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1.5   Technical Term Declarations 

 1. Digital Image is electronic snapshot taken of a scene or scanned from 

document, such as photograph, manuscript, printed text, and artwork. The digital 

image is sampled and mapped as a grid of dots or picture elements (pixels). Each 

pixel is assigned a tonal value (black, white, shades of gray or color), which is 

represented in binary code (zeros and ones). The binary digits ("bits") for each pixel 

are stored in a sequence by a computer and often reduced to a mathematical 

representation (compressed). The bits are then interpreted and read by the computer to 

produce an analog version for display or printing.  

 2.  Object Detection Algorithm is the process of finding instances of real-

world objects such as faces, bicycles, and buildings in images or videos. Object 

Detection Algorithms typically use extracted features and learning algorithms to 

recognize instances of an object category. Object detection is commonly used in 

applications such as image retrieval, security, surveillance, and automated vehicle 

parking systems. 

 3.  Region of Interest (ROI) is the user defined area on the input video 

snapshot. The area is known as the parking lot location on the snapshot. There are ten 

parking lots for the experiment car park model. 

 4.  Light Emitting Diode Display (LED Display) is the set of LED to show 

the parking lots status. The LED set is consisting of ten pair of green and red LED to 

show the ten parking lots status. 

 5.  Function is the pre-programmed code in MATLAB. There are numbers of 

functions were used in this research. 

 6.  Module is the concept of operation function. Input module and output 

module are consisting of both hardware and software. Texture Extraction module, 

Histogram Differentiation module and Blob Analysis module are only software 

implementation. 
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1.6  Research Action Plan 

 

Table 1.1 The research plan 

 

 



 

 

Chapter 2 

Literature Reviews 

 

2.1  Digital Images 

 DIGITAL IMAGES are electronic snapshots taken of a scene or scanned 

from documents, such as photographs, manuscripts, printed texts, and artwork. The 

digital image is sampled and mapped as a grid of dots or picture elements (pixels). 

Each pixel is assigned a tonal value (black, white, shades of gray or color), which is 

represented in binary code (zeros and ones). The binary digits ("bits") for each pixel 

are stored in a sequence by a computer and often reduced to a mathematical 

representation (compressed). The bits are then interpreted and read by the computer to 

produce an analog version for display or printing.  Pixel Values: Figure 2.1 shows an 

example of bitonal image in digital image; each pixel is assigned a tonal value, in this 

example 0 for black and 1 for white.  

 

 
 

Figure 2.1 Example of Bitonal Image 

 

2.2  Object Detections in Digital Images  

Object detection is a computer technology related to computer vision and 

image processing that deals with detecting instances of semantic objects of a certain 

class (such as humans, buildings, or cars) in digital images and videos. Well-
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researched domains of object detection include face detection and pedestrian 

detection. Object detection has applications in many areas of computer vision,  

 

 
 

Figure 2.2 Example of object detection in digital images 

 

including image retrieval and video surveillance. Figure 2.2 shows some examples of 

object detection in digital images. In general, Saliency detection on images has been 

studied for a long time. In recent years, many saliency detection methods have been 

designed because of its broad applications. 

 

2.3  Related Research  

Table 2.1 show the list of related research between year 2010 to 2014. 
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Table 2.1 List of related research 

 

No. 

 

Years Authors Proposed Techniques 

1 2010 Ankit Sharma; and 

Nirbhowjap Singh 

Object Detection In Image Using Particle 

Swarm Optimization 

2 2010 Nibin Ghosha; and 

J.K.Mandal  

Image authentication technique in frequency 

domain based on discrete Fourier 

transformation. 

3 2010 Ching Chun 

Huang; and Sheng 

Jyh Wang 

A Hierarchical Bayesian Generation Framework 

for Vacant Parking Space Detection 

4 2010 H.Ichihashi; and 

Colleague 

Improvement in the Performance of Camera 

Based Vehicle Detector for Parking Lot 

5 2010 Li-Chih Chen; and 

Colleague 

Vision-Based Vehicle Surveillance and Parking 

Lot Management Using Multiple Cameras 

6 2011 C.NagaRaju; and 

Colleague 

Morphological Edge Detection Algorithm Based 

on Multi-Structure Elements of Different 

Directions 

7 2012 Reza Oji An Automatic Algorithm for Object Recognition 

and Detection Based On ASIFT keypoints 

8 2012 Ching-Chun 

Huang; and 

Colleague 

A Surface-based Vacant Space Detection for an 

Intelligent Parking Lot 
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Table 2.1 List of related research (Continued) 

 

No. 

 

Years Authors Proposed Techniques 

9 2012 Lih Lin; and Hong 

Siang 

Vision-Based Activities Recognition by 

Trajectory Analysis for Parking Lot Surveillance 

10 2012 Jermsak; and 

Colleague 

Car Parking Vacancy Detection and Its 

Application in 24-Hour Statistical Analysis 

11 2012 Wang Lixia; and 

Jiang Dalin 

A method of Parking space detection based on 

image segmentation and LBP 

12 2013 Diana Delibaltov; 

and Colleague 

Parking Lot Occupancy Determination from 

Lamp-post Camera Images 

13 2013 Guanglink Sun; 

and Colleague 

Blurred image classification based on adaptive 

dictionary 

14 2013 Kairoek 

Choeychuen 

Automatic parking lot mapping for available 

parking space detection 

 

 Ankit Sharma; and Nirbhowjap Singh [1]  had presented the research entitled 

“Object Detection in Image Using Particle Swarm Optimization”. The authors had 

proposed the PSO based methods to solve the object detection problem. The PSO 

based algorithm has superior features, including high-quality solution, stable 

convergence characteristic and good computation efficiency. The results show that the 

proposed method is capable of obtaining higher quality solution efficiency. It is clear 

from the results that the proposed PSO based method can avoid the shortcoming of 

old template matching algorithm and can provide higher quality solution with better 

computation efficiency. 
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 Nibin Ghosha; and J.K.Mandal [2]  had presented the research entitled 

“Image Authentication Technique Technology in Frequency Domain based on 

Discrete Fourier Transfromation”. The authors had proposed IATFDDFT technique 

for image authentication process in frequency domain to enhance the security 

compared to the existing algorithms. In compare to DCT and QFT based 

watermarking technique, the proposed algorithm is applicable for any type of color 

images authentication and strength is high. First frequency component in each mask is 

used for re-adjusting. The control technique is applied to optimized the noise addition 

as a result PSNR is increased with low MSE and IF is nearer to 1. In the proposed 

IATFDDFT authentication is done in frequency domain without changing visual 

property of the authenticated image. In IATFDDFT distortion of image and change of 

fidelity is negligible. 

 Ching Chun Huang; and Sheng Jyh Wang [3] had presented the research 

entitled “A Hierarchical Bayesian Generation Framework for Vacant Parking Space 

Detection”. The authors had proposed a three layer Bayesian hierarchical framework 

(BHF) for robust vacant parking space detection. In practice, the challenges of vacant 

parking space inference come from dramatic luminance variations, shadow effect, 

perspective distortion, and the inter-occlusion among vehicles. By using a hidden 

labeling layer between an observation layer and a scene layer, the BHF provides a 

systematic generative structure to model these variations. In the proposed BHF, the 

problem of luminance variations is treated as a color classification problem and is 

tackled via a classification process from the observation layer to the labeling layer, 

while the occlusion pattern, perspective distortion, and shadow effect are well 

modeled by the relationships between the scene layer and the labeling layer. With the 

BHF scheme, the detection of vacant parking spaces and the labeling of scene status 

are regarded as a unified Bayesian optimization problem subject to a shadow 

generation model, an occlusion generation model, and an object classification model. 

The system accuracy was evaluated by using outdoor parking lot videos captured 

from morning to evening. Experimental results showed that the proposed framework 

can systematically determine the vacant space number, efficiently label ground and 

car regions, precisely locate the shadowed regions, and effectively tackle the problem 

of luminance variations. 
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 H.Ichihashi; and Colleague [4] had presented the research entitled 

“Improvement in the Performance of Camera Based Vehicle Detectino for Parking 

Lot”. The research had reports on the performance of the detector based on the fuzzy 

c-means (FCM) clustering and the hyperparameter tuning by particle swarm 

optimization (PSO). The new system was introduced to an underground parking lot in 

Tokyo in early October 2009 and achieved the detection rate (sensitivity/specificity) 

of 99.9%. The system was also tested at an outdoor (rooftop) parking lot for a period 

of two months and achieved 99.6%. The performance clearly surpassed the initial goal 

of the project. In terms of classification accuracy, the FCM classifier is better than the 

support vector machine (SVM) and the computation time for training is an order of 

magnitude smaller than that of SVM. 

 Li-Chih Chen; and Colleague [5] had presented the research entitled 

“Vision-Based Vehicle Surveillance and Parking Lot Management Using Multiple 

Cameras”. The authors had proposed a vision-based vehicle surveillance system for 

parking lot management in outdoor environments. Due to the limited field of view of 

camera, this system uses multiple cameras for monitoring a wide parking area. Then, 

an affine transformation is used for merging the scenes obtained from these multiple 

cameras. Two major components are included, i.e., vehicle counting and parking lot 

management. For the first one, this paper integrates three features, i.e., color, position, 

and motion together for well tracking vehicles across different cameras. Thus, even 

though vehicles are occluded together, they still can be well tracked and identified 

across different cameras and under different lighting changes. For the second one, 

authors proposed a modelbased approach to model the color changes of parking 

ground for determining whether a parking space is vacant. Due to the perspective 

effects, the visibility of a parking space is often affected by the vehicle parking on its 

neighborhood. To tackle this problem, two geometrical models (ellipses and grids) are 

proposed for well representing a parking space. Then, with different weights, a hybrid 

scheme is then constructed for well determining whether a parking space is vacant. 

The experimental results reveal that the system works well and accurately under 

different lighting and occlusion conditions. 

 C. NagaRaju; and Colleague [6] had presented the research entitled 

“Morphological Edge Detection Algorithm Based on Multi-Structure Elements of 
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Different Directions”. The authors had proposed a novel multi-structure elements 

morphological edge detection algorithm to detect image edge. The technique 

developed is very useful for Image segmentation and classification. The selection of 

structure element is a key factor in morphological image processing. The size and 

shape of SE decide the final result of detected edges. The basic theory of multi-

structure elements morphology is to construct different structure elements in the same 

square window. And these structures elements comprise almost all the line extending 

directions in the square window. The given experimental results show that the 

algorithm is more efficient than the usually used single and symmetrical SE 

morphological edge detection operator and differential edge detection operators such 

as watershed method, Sobel operator and canny operator. The detected edge is more 

pinpointed, integral and continual, and the edge information is more abundant. 

Moreover, the novel proposed algorithm can filer the noise more successfully than 

other operators by high lighting brighter edges. Even though this method produces 

better results, it fails to shadow elimination of Images. The eight different edge 

detection results are obtained by using morphological gradient algorithm are better 

edges over traditional methods. 

 Jermsak Jermsurawong; and Colleague [7] had presented the research 

entitled “Car Parking Vacancy Detection and Its Application in 24-hour Statistical 

Analysis”. The proposed solution uses trained neural networks to determine 

occupancy states based on features extracted from parking spots. This method 

addresses three technical problems. First, it responds to changing light intensity and 

non-uniformity by having adaptive reference pavement pixel value to calculate the 

color distance between the parking spots in question and the pavement. Second, it 

approximates images with limited lighting to have similar feature values to images 

with sufficient illumination, merging the two patterns. Third, the solution separately 

considers nighttime vacancy detection, choosing appropriate regions to get reference 

color value pixels. The presented method relies only few pixels compared with other 

methods, being able to cover large number of parking spots with a single camera. 

Moreover, the system is robust to changing light conditions and light non-uniformity 

due to shadow from the surrounding. The accuracy for this 24-hour period is 97.9% 

for empty spots. Besides giving accurate depiction of the car park’s utilization rate, 
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this study also revealed the patterns of parking events at different time of the day and 

insights to the activities that car drivers engaged with. 

 Reza Oji [8] has presented the research entitled “An automatic algorithm for 

object recognition and detection based on ASIFT keypoints”. The paper presented an 

object recognition and detection algorithm. These targets are achieved by combining 

ASIFT and a region merging segmentation algorithm based on a similarity measure. 

The author trains different objects separately in several images with multiple aspects 

and camera viewpoints to find the best keypoints for recognizing them in the other 

images. These keypoints were applied to the region merging algorithm. The merging 

process is started by using keypoints and presented similarity measure. The regions 

were merged based on the merging role, and finally the object was detected well, with 

its boundary. A final conclusion is that the more keypoints are obtained, and the more 

accurate they are, the results will be better and more acceptable. 

 Ching-Chun Huang; and Colleague [9] had presented the research entitled 

“A Surface-based Vacant Space Detection for an Intelligent Parking Lot”. The authors 

had proposed a vacant parking space detection system working day and night. The 

obstacles come from occlusion effect, shadow effect, perspective distortion, and 

lighting change. To overcome the problems, the authors proposed the surface-based 

modeling that regards the parking lot as a structure consisting of plentiful surfaces. 

With the structure, the authors are able to import the texture information and 3-D 

scene information simultaneously for space detection. Experiments have shown that 

the approach performs well in the complicated parking lot environment in both day 

time and night time. 

 Lih Lin; and Colleague [10] had presented the research entitled “Vision-

Based Activities Recognition by Trajectory Analysis for Parking Lot Surveillance”. 

The authors had proposed a novel event recognition framework in video surveillance 

system, particularly for parking lot environment. The proposed video surveillance 

system employs the adaptive Gaussian Mixture Model (GMM) and connected 

component analysis for background modeling and objects tracking. Spatial-temporal 

information of motion trajectories are extracted from video samples of known events 

to form representative feature vectors for event recognition purposes. An event is 

represented by feature vector that contains dynamic information of the motion 
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trajectory and the contextual information of the tracked object. The event 

classification is accomplished by measuring the similarity of the extracted feature 

vector to the labeled definition of known events and analyzing the contextual 

information of the detected event. Experiments have been carried out on the live video 

stream captured by the outdoor camera, and the results have demonstrated great 

accuracy of the proposed event recognition algorithm. 

 Wang Lixia; and Jiang Dalin [11] had presented the research entitled “A 

method of Parking space detection based on image segmentation and LBP”. The 

authors had proposed a parking spaces detection algorithm which is based on image 

segmentation and local binary pattern. The vehicles are usually contains a lot of 

compositions, while the vacant parking spaces’ composition is relatively small. 

According to this characteristic, authors segment the parking image. To judge whether 

each parking area has a large number of small split or not, can achieve the detection 

of the parking stalls. In the research, the authors improve the Mean Shift algorithm 

and achieve the accurate segmentation result. The proposed method was tested on 

indoor and outdoor parking lots. The result confirmed the efficiency of the proposed 

method, with the detection rate being over 97%. But this method fails to detect non-

vehicle objects and when the vehicle color and ground color is very similar. Therefore 

the authors introduce the texture features, use LBP (local binary pattern to extract the 

parking texture feature. Using the complementary between features and ultimately to 

achieve accurate detection. 

 Guangling Sun; and Colleague [12] had presented the research entitled 

“Blurred Image Classification based on Adaptive Dictionary”. The authors had 

proposed two types of framework for blurred image classification and space-invariant 

blur kernel is assumed. The two frameworks are based on adaptive dictionary and 

neither demands image deblurring. The essential idea is that a new dictionary being 

capable of adaptive to inferred PSF from input blurred image is relearned for every 

input image. Therefore, for each blurred image patch, the sparse coefficient obtained 

by adaptive dictionary is insensitive to arbitrary blur. Meanwhile, for the two 

frameworks, the performance of the latter is higher than that of the former, since the 

former infers the PSF as a separate step, and the latter updates the PSF and sparse 

coefficient of gradient feature alternatively so as to better combine PSF estimation 
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and sparse coefficient calculation. The proposed framework can tackle any blur 

resulting from camera defocus, simple relative motion between camera and object, to 

camera shake. 

 Diana Delibaltov; and Colleague [13] had presented the research entitled 

“Parking Lot Occupancy Determination from Lamp-post Camera Images”. The 

authors had proposed a framework for the automatic detection of vacant parking 

spaces from a lamp-post camera view of a parking lot. Proposed method model the 3-

D volume parking space based on the parking lot geometry. The occupancy of the 

parking lot is determined based on a vehicle detector and the inferred volume of each 

space. The authors evaluate their method on three different datasets and show that its 

accuracy is close to 80% on a wide variety of test images. 

 Kairoek Choeychuen [14] had presented the research entitled “Automatic 

parking lot mapping for available parking space detection”. The author had proposed 

a method to estimate map of parking lot for automatic system of available parking 

space detection. The parking space detection is important module for the parking 

guidance system (PGS) that can help drivers to find the parking space efficiently. 

Instead of masked parking slots by human, the author try to mask them by using 

histograms of spatial features. However, under poor image quality, the author faces 

dynamic change of background. Although the author have applied adaptive 

background model for background subtraction, the problem still remains. To 

overcome the problem, an automatic thresholding was proposed for tuning object 

(car) detection in adaptive background model method. The fine-tuning technique can 

improve accuracy of the histogram for the parking lot mapping. The experimental 

results were shown both simulation on the parking model and real parking lot 

correctly. 



 

 

Chapter 3 

Research Methodology 

 

3.1   Process and Methodology 

 The researcher has defined the procedures and processes for the thesis 

research as the following detail. 

(1) Use a camera to take pictures of the car park model. 

(2) Use image processing to detect and identify the available parking slots. 

(3) Record the result and display available parking slots on the LED 

display. 

(4) Repeat the entire processes in differences situation. 

(5) Identify the error and limitation then find the solution. 

(6) Repeat the experiments with the new solution. 

(7) Summarize the experiments then accomplish the thesis report. 

 

3.2   Designing Experiment and Identifying the Variable 

            To achieving the expected outcome or be able to identifying the error that 

might be occur, equipment have to be set up same as in the hypothesis. The following 

are the example of error avoidance. 

(1) The resolution of camera that use for the experiment have to match 

with the experimental scale. 

(2) The camera has to be installing at the proper position and away from 

disturbance. 

(3) The parking lot model is in the good condition for the experiment. 

(4) Matlab is configure correctly for the experiment. 

 

 3.2.1  Experiment Procedure 

(1) Take the first picture of the parking lot and then take the second picture 

in few second later. 

(2) Put the two pictures in the Matlab and used the algorithm to detect the 

objects in the picture. 
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(3) Identify the available parking lots and show on the display. 

 

 3.2.2  Data Gathering. 

 Experimental data have to be gathering systematically for all the related 

variables. The time of taking each picture is very importance to the result. Brightness 

is very sensitive to the experimental result as same as the clarity of the pictures. 

 

 3.2.3  Date Analysis. 

(1) The different object detection algorithm is suitable for different 

parking case. 

(2) The available parking lot and actual parking lot need to be recorded 

correctly for verifying the result. 

(3) Finally, analyze all the data and summarize the experiment. 



 

  

Chapter 4 

Results and Discussion 

 

4.1  Results 

 The project consists of five modules and included three inherit techniques. 

The first module is input acquisition module; it is the initial step of the system. The 

input video and captured image of parking scene was in this module. The second 

module was Histogram Differentiation module. It used the differences of histogram 

between the reference image and the captured image from the camera as the 

methodology to identify the status of the parking lots. The Blob Analysis technique 

was used for the third module. The pixels’ information of the image were analyzed 

and made the decision for the validity of the parking lots. The last technique that 

applied in the fourth module was Texture Extraction. This technique was based on 

Entropy Analysis. The differences in groups of pixels in the capture image were used 

to indicate the status of the parking lots. The fifth module was the output module. 

This module was finalized the outputs from the previous three module and show on 

the LED display. The diagram of the system module is illustrated in Figure 4.1 

 

              4.1.1 Input Module 

  The camera is assumed to be in a fixed position and facing a fixed direction 

all the time. The Figure 4.2 is shown the hardware setup of the system. The 

initialization process began with the video acquisition. Function “videoinput” was 

used to configure the camera and get the input video. Function “getsnapshot” was 

used for taking the snapshot of the input video signal to use as the reference image. 

The ROI (Region of Interest : ROI) or the pixels’ location of ten parking lots in the 

reference image was analyzed and set into the system. The programmed software had 

defined ten variables which use for store the pixel coordination of the ten parking lots. 

The ten variables not only used by the Input module but also used by the three parking 

lots detection modules. The real time scene of the car park was then taken and makes 

a snapshot. The reference image and the snap shot of the input video were created a 

copy. The parking lots of the two copied image were cropped into pieces by using the 
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function “imcrop”. The size and dimension of cropped images was the same as the 

pre-defined pixel coordination of the parking lots or ROI in the previous step. The 

cropped images were then passed to Histogram Differentiation Module and Blob 

Analysis Module for the further image processing. Figure 4.3 shows the reference 

image and the cropped images of the ten parking lots in the reference image. Figure 

4.4 shows the snap shot of real time parking and follow by the cropped image of each 

parking lot. The capture of real time parking scene was passed to the Texture 

Extraction module without modification to the image.  
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Figure 4.1 Diagram of the system module. Input (top), Texture Extraction (left),  

      Histogram Differentiation (center), Blob Analysis (right), Output (bottom) 
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              4.1.2 Histogram Differentiation Module 

  The output of the input module became the input of this module. The input 

cropped images then converted from RGB to be grey scale images by used the 

function “rgb2gray”. The histograms of all parking lots were generated for the 

normalizing process. The function for generate the histogram is call “imhist”. The 

gray scale histograms of each of the parking lots in the reference image were 

generated as shown in the Figure 4.5. The histograms of the parking lots in capture 

image from the input video were also generated. The histogram of each pair of the 

parking lot was normalized. The histogram of the each parking lot of the reference 

image was subtracted by the histogram of the same parking lot as in the capture image 

of input video. The subtraction result was compare to the standard value for making 

the decision of each parking lot status. The parking lots status was then passed to first 

validation process of the output module. 

              

              4.1.3 Blob Analysis Module 

  The Blob Analysis is suitable for detecting the object with reference base as 

the same as the propose system. Function “vision.BlobAnalysis” was applied for the 

Blob Analysis module is this research. The result of the subtraction between the real 

time image and the reference image are the group of the difference pixels. Therefore 

applied Blob Analysis to analyzed or detected the group of pixel in the result image is 

an efficient application of the algorithm. The process began with subtract of each 

parking lot of real time parking scene by the parking lot of its pair in the reference 

image. The different between two images was labelled as object pixel or background 

pixel. The objective pixels are labelled as 1 and background as 0. Figure 4.7 shows 

the image labeled by 1 and 0, the applied function was “im2bw”. Blob analysis was 

applied to filtering the group of connecting pixel. The noise was removing and the 

remaining group of pixel was used for analyze the status of the parking lots. The 

parking lots status was then passed to the first validation process in the output 

module. 
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              4.1.4 Texture Extraction Module 

  The texture of image’s created the different pixel value. In this module 

entropy filtering was applied as the object detection technique. Function “entropyfilt” 

was applied as the main function in this module. Input image was applied entropy 

filter and rescale to change the texture into the useful format by using the function 

“mat2gray”. The input image and entropy filtered image was shown in Figure 4.8. 

The filtered image was converts into binary mode as shown in Figure 4.9. The pixels 

with fewer neighborhoods were deleted as shown in Figure 4.10. The hole in the 

group of pixel was fulfilling as shown in Figure 4.11. The fulfill image was cropped 

by the ROI which was set in the Input module. Figure 4.12 shown the cropped image 

by ROI. Function “bwareaopen”, “imfill” and “imclose” were used for the filtering 

and noise removal in the image. Each parking lot was applied Blob Analysis to 

identify the status of each parking lot. The result of this module was passed to the 

second validation process of the output module for further process. 

 

              4.1.5 Output Module 

  The output module is consisting of three parts which are First Validation, 

Second Validation and Circuit Board & Display. 

 First Validation: The results from the Histogram Differentiation Module and 

Blob Analysis Module were the input of this operation. Since both the two modules 

were using reference image base of parking detection, therefor the results of these two 

modules were add up by using union concept. The result of union was passed to the 

Second Validation process for finalize the result. 

 Second Validation: The output from the First Validation process and the 

result from the Texture Extraction Module were used to generate the final result. The 

Second Validation process applied AND operation to the two input results and 

generate the final parking lots status. The status was generated the result signals then 

passed to the Circuit Board & Display. 

 Circuit Board & Display: There were two input signals which are number of 

available parking lots and status of each parking lot. The number of valid and invalid 

parking lot was shown on the LED display, while the status of each parking lot was 

shown by the Green/Red LEDs. The ten pair of green and red LEDs was settled in the 
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same layout of the car park. The green LED was indicated that the parking lot is 

available and the red LED was indicated that the parking lot is not available. 

 In addition, there have some various function have been employed through 

the operation including “imread”, “imopen”, imwrite”, “imshow”, “imadjust” and 

“figure” which mainly focused on image utilization on software base. Where the 

function “size”, “numel”, “step” and “sum” is part of the three object detection 

module. 
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Figure 4.2 Hardware setup of the system. Video signal from the camera (top),    

      output hardware setup (bottom)      
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Figure 4.3 Reference image (top) and cropped reference image (bottom) 
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Figure 4.4 Captured image (top) and cropped captured image (bottom) 
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Figure 4.5 Gray scale histograms of reference image parking lots. 

 

 

 

Figure 4.6 Gray scale histogram of real capture image parking lots. 
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Figure 4.7 Real time input video cropped image (left), Labeled image with 1 and 

      0 (right)      

 

 

 

Figure 4.8 Captured video snapshot for test the Texture Extraction module. 
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Figure 4.9 The entropy filtered image 

 

 

 

Figure 4.10 Image converted to binary mode 
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Figure 4.11 The small object removal 

 

 

 

Figure 4.12 Image holes filling 
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Figure 4.13 The cropped image by ROI 

 

4.2  Discussion 

 The proposed system consists of five modules, which are input module, three 

parking lot detection modules and output module. The Histogram Differentiation 

module and Blob Analysis module used as the reference base techniques, while the 

Texture Extraction module was based on entropy analysis technique. Since the 

reference base technique has to take the reference image of the car park when the 

system is start running therefore detecting the extra object in the car park in not a 

heavy work. The Texture Extraction module was no reference for the detection 

process therefore identifying the objects in the image would be more complicated 

compared to the other two modules. The proposed technique of the Texture Extraction 

module worked properly with the prototype of car park. The result from the Texture 

Extraction module was shown in Figure 4.13.  

 Testing the Texture Extraction module at the actual car park has been done 

to assure the proposed technique is practical. List of error factors was made for the 

experiment. The first factor was shadow test as shown in the Figure 4.14. The test was 

made on the shadow electricity post which was dropped and covered half of the 

parking lot. The shadow test has also been made to the human shadow. The human 
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shadow was covered 20% of the parking lots as shown in Figure 4.15. The proposed 

technique was concerned on the texture. The shadow dropped on the ground didn’t 

change the texture of the image therefore it was not affects the detection result. Since 

the shadows only making dropped area darker therefore the size also not affects the 

result. 

 

 

 

 

Figure 4.14 Car detection results by Texture Extraction module 
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Figure 4.15 Electricity post shadow test by Texture Extraction module 
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Figure 4.16 Human’s shadow test by Texture Extraction module 
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 Noise test has been done as shown in Figure 4.16. The leaves dropped on the 

ground created the random texture to the parking lots. Since the proposed module 

included filter for deleted the small object there for leaves on the ground have been 

handle the filter. Chair test has been done for testing the detection of object smaller 

than the car’s size. Chair in the video captured image was detected by the proposed 

technique as shown in Figure 4.17. The chair detection was the same concept as 

detecting the leaves dropped on the parking lots. Since the size of the chair was a lot 

bigger than leaves therefore it was not deleted by the small object filter of the 

proposed module. 

 Car parks at different places are different ground surface therefore different 

texture could be created. Figure 4.18 and Figure 4.19 were showing the functional of 

the proposed technique applied to the differences car parks ground surface. The 

texture on the ground was in pattern while the proposed module was focused on 

detecting the object in the input image with random texture. Therefore the texture on 

the ground was dispose after passed the entropy filtering and the binary conversion 

process. 

 The last test was made at the car park in the evening. There were three 

testing condition at the same time. The first was the random texture on the rough 

ground surface. The second was the medium size object; there were two boxes near 

the white truck which was on the left of the image. The last was the light; low light at 

the evening could make the camera unable to capture the texture in detail. Figure 4.20 

show the test at the actual car park with low light condition. The result in this 

experiment proved that the proposed module was flexible and applicable to the actual 

car park. 
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Figure 4.17 Leaf test by Texture Extraction module 

 



38 
 

 

 

 

 

 

Figure 4.18 Chair test by Texture Extraction module 
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Figure 4.19 Ground with brick surface test by Texture Extraction module 
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Figure 4.20 Ground with concrete surface test by Texture Extraction module 
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Figure 4.21 Actual car parking lots experimental result. Captured image of car park  

      (top), output image from Texture Extraction module (bottom) 

 



 

 

Chapter 5 

Conclusion and Suggestion 
 

5.1  Conclusion 

 A Smart Cost-Effective Real-Time Outdoor Car Parking Space Detection 

using Video Processing was designed and tested. The system was defined in five 

modules consist of Input Module, Histogram Differentiation Module, Blob Analysis 

Module, Texture Extraction Module and Output Module. The Histogram 

Differentiation module and Blob Analysis module are reference base technique while 

the technique applied for Texture Extraction Module was based on Entropy Filtering. 

These tree modules were used as parking lot detection modules. The system was 

tested on the prototype. The input video was acquired by the Input module and the 

output of this module was passed to the three parking lot detection modules. The 

output from the Histogram Differentiation module and Blob Analysis module were 

passed to the First Validation process of the Output module. The first validation result 

was then passed to the Second Validation process. The output of Texture Analysis 

module and the first validation result were processed in the Second Validation process 

to generate the parking lots status. The parking lots status was display by LED in the 

hardware part of the Output module.  

 Four parking cases were setup for testing the proposed system as shown in 

Figure 4.21. The detection results were shown in Table 4.1. The result of experiment 

for case 1 with not car parking was 100% detected by all three detection modules. The 

result of the case 2 that has full parking car was 100% detected by Histogram 

Differentiation module and Texture Extraction module while the Blob analysis 

module can only detected 70%. The case 3 with five cars parking in order was 100% 

detected by Histogram Differentiation module and Texture Extraction Module and 

90% detected by Blob analysis module. The last case that has two cars with 

inappropriate parking was 80%, 90% and 100% detected by Histogram 

Differentiation module, Blob Analysis module and Texture Extraction module 

respectively.  
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 The result generated by the Output module has shown the system detected 

the status of the parking lots correctly. The error or undetected car in module was 

solved by the output of the other detection module that passed to the double validation 

process.  

 

5.2  Suggestion 

 The detection time has to be considered for the real time system. The 

software of the proposed system was developed based on MATLAB, therefore some 

programming code took several second to process by the computer. OpenCV is 

alternative choice for the computer vision programming. The varieties image 

processing functions of the OpenCV offer the developer created better image 

processing software. 

 

 

           (a)           (b) 

 

           (c)           (d) 

 

Figure 5.1 Four parking cases for the experiment. (a) Case 1: No car, (b) Case 2: Full 

      parking car, (c) Case 3: Five cars parking in order, (d) Case 4: Two cars with  

      inappropriate parking  
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Table 5.1 System test results on four parking cases. The parking lot number with car   

       parking and detection accuracy. 

 
Parking 
Situation 

 

Case 1 Case 2 Case 3 Case 4 

Histogram 
Differentiation 

(% efficiency) 

No-Parking 

(100%) 

Full-parking 

(100%) 

2,4,6,8,10 

(100%) 

7 

(80%) 

Blob Analysis 

(% efficiency) 

 

No-Parking 

(100%) 

1,2,3,4,5,8,10 

(70%) 

2,4,8,10 

(90%) 

3,4 

(90%) 

First 
Validation 

(% efficiency) 

 

No-Parking 

(100%) 

Full-parking 

(100%) 

2,4,6,8,10 

(100%) 

3,4,7 

(100%) 

Texture 
Analysis 

(% efficiency) 

 

No-Parking 

(100%) 

Full-parking 

(100%) 

2,4,6,8,10 

(100%) 

3,4,7 

(100%) 

Second 
Validation 

(% efficiency) 

 

No-Parking 

(100%) 

Full-parking 

(100%) 

2,4,6,8,10 

(100%) 

3,4,7 

(100%) 

System 
Outcome 

(% efficiency) 

 

No-Parking 

(100%) 

Full-parking 

(100%) 

2,4,6,8,10 

(100%) 

3,4,7 

(100%) 
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