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Chapter 1

I ntroduction

1.1 Background

The closed-loop water cooling system is develdpath methods, which are
employed for the cooling in the early engine deggrcesses. In typical closed-loop
systems, water is circulated in a closed cycle sufgjected to alternate cooling and
heating without air contact. Heat will be absoribgdhe water in such a closed-loop
system. Subsequently, heat is transferred by arsw@t®ater exchanging process to
the recirculating water of an open recirculatingtsyn, from which the heat is lost to
atmosphere. Figure 1.1 shows the typical closed-leooling system, mainly
including cooling water, a heat exchanger, a puappeline, and a load.

Closed-loop water cooling systems are well suitedthte cooling of gas
engines and compressors. Diesel engines in stayiomad locomotive services
normally utilize radiator systems in a similar manito generally-known automobile
cooling systems. Other closed-loop water coolingliagtions include lubricating oil
and sample coolers in power plants. Closed syst@msalso widely used in air
conditioning chilled water systems to transferigigerant cooling to air washers, in
which the air is chilled.

1
i ><1 i
I 1
I 1
i Pump .
I 1
| pessssssssssssnashossnnnnnnnnnnnny I
1 o 1
| : |
1 : Heat I
i . : Load i
: Cooling Water Exchanger :
| |
| ———— I. :
I 1
i > >< !

Figure 1.1 A typical closed-loop cooling system.



Closed-loop water cooling systems are also widesd in industries in order
to keep machine temperatures in normal conditionrforeasing machine reliability
and extending lifetime. In the case when there it in the system without
acknowledge by any operators or maintenance teé&nmmay cause machines to
breakdown and stop production, which is relatiuebyible for industries.

In present, the available technology to detectf#iudt in closed-loop water
cooling systems is still complicated, requiringdaime for detection as well as high
investment cost such as water flow transmitter aater pressure transmitter.
Meanwhile, there are researches that apply thesicamission technology to detect
leaks in pipelines. The Acoustic Emission (AE) sigis a transient elastic wave
generated by the rapid release of energy from ikedlsources within a material.
Afterwards, this AE signal is detected by acoustrission sensors and instruments.

This research therefore studies the applicatiothefAE sensor for a real-
time monitoring system of closed-loop water coolsystem by detecting the AE
signal generated by turbulent flows of cooling watéhe detected AE signal is
transmitted via wireless equipment to personal agerpfor signal analyses in both

time and frequency domains.

1.2 M otivations

1.2.1 The existing fault diagnosis systéor closed-loop water cooling
systems is still complicated and expensive. Thesith proposes the cost-effective
system to monitor a closed-loop water cooling sysia order to prevent major
breakdown of machines.

1.2.2 The distance between the AE seandrthe data acquisition system
affects both signal quality and cable installatpmoblems. This thesis proposes the
cost-effective wireless AE sensor with microcorleeibased data acquisition system
in order to overcome the limitation on a long dist& operation.



1.3  Objectives
1.3.1 To study the relationship between the AEhaigand the faults in

closed-loop water cooling system in both time aeddency domains.
1.3.2 To design a real-time monitoring of closedg water cooling system

using a wireless AE sensor with microcontroller-dobdata acquisition system.

14  Research Scopes

The overall research scope of this thesis is shiomfFigure 1.2. The scope
focuses on a real-time monitoring of closed-loogevaooling system using wireless
AE signal transmission combined with a microcomémlbased data acquisition
system and a Graphic User Interface (GUI) in MATLABIs research also focuses
on turbulent flow detections in the closed-loop avatooling system of critical
machines under unusual pressure and flow rate twonsli The research scope of this
thesis consists of five major parts as follows;

1.4.1 The low-pass filter and pre-aifigl circuits are designed and tested on
printed circuit board, focusing on the frequencgpanse at 100 kHz and the gain
within 20 dB to interface with an AE sensor.

1.4.2 The Analog-to-Digital (A/D) coenter is designed and programmed on
STM32F4 microcontroller. This A/D converter congetihe AE signals to a personal
computer and hence the GUI software. Simulatiores parformed through Orcad
PSpice and a MATLAB Simulink. Signal quality anasysinvolves frequency
response, Total Harmonic Distortion (THD), and Po@pectral Density (PSD).

1.4.3 The wireless AE data transmissigstem is designed and programmed
on XBee wireless module to transmit wirelesslyhatfrequency of 2.4 GHz.

1.4.4 The GUI with data analysis saitevis programmed on MATLAB to
display AE signal in both time and frequency domain a personal computer.

1.4.5 The Closed-loop water coolingtegn is studied by focusing on water

pressure in steel pipelines in the range of 5-6.bar
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Figure 1.2 The proposed overall research scope.

15 Expected Outcomes
1.5.1 To understand the relationship betwemustic emission signal and
the fault in a closed-loop water cooling systerbath time and frequency domain.
1.5.2 To achieve a real-time monitgrisystem for a closed-loop water
cooling system using wireless acoustic emissios@ewith a microcontroller—based

data acquisition system.

16 Definitions

1.6.1 Acoustic emission (AE) is the sound wavesipced when a material
undergoes stress (internal change), as a resulanofexternal force. AE is a
phenomenon occurring in for instance mechanicatifmp generating sources of
elastic waves. This occurrence is the result oimallssurface displacement of a
material produced due to stress waves generated thleeenergy in a material or on
its surface is released rapidly. The wave generaiedhe source is of practical

interest in methods used to stimulate and captiirénfa controlled fashion, for study



and/or use in inspection, quality control, systesedback, process monitoring and
others.

1.6.2 Microcontroller is a small computer on agknintegrated circuit
containing a processor core, memory, and prograr@maput/output peripherals.
Program memory in the form of NOR flash or OTP R@also often included on
chip, as well as a typically small amount of RAMickbdcontrollers are designed for
embedded applications, in contrast to the micragssaors used in personal computers
or other general purpose applications. Microcoldrsl are used in automatically
controlled products and devices, such as automoérigine control systems,
implantable medical devices, remote controls, effifnachines, appliances, power
tools, toys and other embedded systems. By redubagize and cost compared to a
design that uses a separate microprocessor, meraagy, input/output devices,
microcontrollers make it economical to digitallyntml even more devices and
processes.

1.6.3 Wireless communications is a type of data mamication that is
performed and delivered wirelessly. This is a brdetn that incorporates all
procedures and forms of connecting and commungdgtween two or more devices
using a wireless signal through wireless commuignatechnologies and devices.
Wireless communication generally works through tetenagnetic signals that are
broadcast by an enabled device within the air, iphy€nvironment or atmosphere.
The sending device can be a sender or an interteedevice with the ability to
propagate wireless signals. The communication bEivieo devices occurs when the
destination or receiving intermediate device caduhese signals, creating a wireless
communication bridge between the sender and raceéexace.

1.6.4 Analog-to-digital converter is any devicetthanverts analog signals
(continuous quantity) into digital signals (diserdtme digital representation). The
analog signal is a continuous sinusoidal wave ftbrat cannot be read by a computer,
hence the need for conversion. By converting ttedognsignal, data can be amplified,
added or taken from the original signal. The usaaversion process makes use of a
comparator, where at some points, the value oinjiat analog signal is compared to

a standard, so the converter will know if the inpatrrants a high or low signal. In the



case of audio digital conversion, the amplitudeaume is constantly measured, and
the output is a list of binary data that contaimsrsl wave values.

1.6.5 MATLAB is advanced computer program (Highdevxanguage) for
technical computing that includes numerical comioia Complex graphics And
replication to visualize the image is simple andaclname MATLAB stands for
Matrix Laboratory original MATLAB program is writteto use in the calculation of
matrix or a matrix software which MATLAB is a pra@gn developed unceasingly.
The program is easy to understand. And complexrarmoming When put to use, and
can see the results quickly. For this reason itesd®ATLAB program has been used

extensively in various fields.



Chapter 2

Related Theories and Literature Reviews

2.1 I ntroduction

This chapter describes the related theories pédatig AE principles and its
parameters, filter circuit, analog-to-digital conee and wireless communications.
The literature reviews are also studied, focusinghe applications, techniques and
characteristics of AE sensor for pipelines fauliedgon in which the knowledge from

theories and literature reviews are synthesizedagptied for this research.

2.2 Related Theories

2.2.1 Acoustic Emissions

It is commonly known that materials often emit sduwnder mechanical
stress or when internal structures break. Genesalgaking, these (often inaudible)
breaking sounds are referred to as “Acoustic Emmssi (AE): “AE refers to the
generation of transient elastic waves produced fydalen redistribution of stress in a
material. When a structure is subjected to an eatestimulus, i.e. change in pressure,
load, or temperature, localized sources triggerréiease of energy, in the form of
stress waves, which propagate to the surface. 8sw@fcAE vary from natural events
like earthquakes and rock bursts to the initiateord growth of cracks, slip and
dislocation movements, melting, twinning, and phasasformations in metals. In
composites, matrix cracking and fiber breakage dettbnding contribute to acoustic
emissions.” [1]

AE sensing technology began to evolve in the neidifithe 28 century. It
is a so-called non-destructive testing (NDT) methpbviding information about
ongoing stress processes in the material sampleruast. In contrast to other NDT
methods, which are mostly applied before or atier material is being stressed, AE
sensing captures processes while they are takiageplThis makes AE sensing
particularly interesting for applications that requconstant monitoring of certain

structures, e.g. alarm systems for pipeline le@{ten, this method is used to detect



material failure at a very early stage of damagd &aefore the structure fails
completely [2].
2.2.1.1 Sensor Technology

AE signals are often being captured with piezdeie sensors. These
sensorsare directly attached to the surface of the mdtesample under test,
converting dynamic motions at the surface intolantgcal signal.

When using piezoelectric sensors, it must besidened that they are
normally operated at resonance and therefore dallmat broadband detection of AE
signals. Nevertheless, the frequency ranges ofeipected signals are often fairly
well known, making it possible to choose the rigkehsor before the experiment.
Thus, their ease of use as well as their high geitgimakes piezoelectric sensors the
instrument of choice for many AE applications, e¥leough more sophisticated AE
sensor concepts exist (e.g. sensors based orsjatems or on fiber optics).

Before A/D conversion, the electrical signal the output of a
piezoelectric sensor normally needs to be filtexed amplified. This process is also
known as “signal conditioning”. It is obvious, tithese components of an acquisition
system are very sensitive and heavily influenceatberall measurement quality. The
conditioned signal is then sampled and all furtpescessing is then performed

digitally.

Case
~—
Damping
Material
Electrode
Piezoelectric
Wear Element
Piate

Couplant

Sample

Figure 2.1 The structure of Piezoelectric AE sensor.
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Figure 2.2 The AE data acquisition process.

There are two types of acoustic emissions as eléfioy ASTM E 1316 [3]:
burst type as a qualitative description of the mditx signal related to an individual
emission event occurring within the material, amhtmuous type as a qualitative
description of the sustained signal level produbsgdrapidly occurring acoustic
emission sources. Majeed; and Murthy [4] definesl AE signals including nonzero
rise time as compared to traditional zero rise tgigmal presentation. In this study,
the burst type AE signaly(t) for single frequency,fis idealized in order to include
the arrival time factor into the formulation usitige following equation:

_t—tarripal _tCarripal
v, (t) =V, sin(2mf,t) {(1 —e  tris ) € n..1} xe fdeeay H[t—t . ] (2.1)

rrimel

where the ternﬁ(} —e‘——}e u..1] indicates the rise time function normalized to be i

the range of 0 to 1,4 is rise time, the terme === indicates the decay time with
tdecay, the termefe — ¢ .....] 1S Heaviside function indicating the waveform aatito

the sensor atdtival.
The continuous type AE signalconinuous(t) for single frequency form is

idealized using the following equation:

Enrrival I —Tarrival
Vconrinuous (t] = Elﬂ(zﬂf:}ﬂ E?;j_ L'rg {(1 —a brize ) = 01} g tdecay H[t —

tﬂrr‘ivﬂ! (I’j:l
(2.2)
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2.2.1.2 Data Processing and Signal Parameteginal

As most modern data analysis systems, today'ssystfems almost
exclusively perform the necessary signal detectmogcessing and characterization
tasks in the digital domain. AE activity normallycaurs rapidly and randomly,
resulting in distinct “pulses” of oscillation inghmeasured AE signal. Conventionally,
a threshold is defined by the user in order tamistish AE activity from background
noise. Once the AE signal crosses this threshaoldAR event is recognized. The
event is considered to be terminated when the ibldshas not been exceeded for a
certain, user-defined amount of time (i.e., “hitkout time”, “dead time” or “post
trigger time”). The AE signal between the firstashold crossing and the end of the
post trigger time is also referred to as “AE Hit’*@\E event”. As especially in the
early days of AE testing technology, all of thensigprocessing had to be done in the
analog domain, some common signal parameters vaheee that still form the basis
for many of today's AE testing and analysis applces. These “classical” AE signal
parameters are as follows: 1) Event Count/Hit Countsignal that exceeds the
threshold and causes the AE system to accumulée lda counts are often used to
show the overall AE activity over a certain perfdtime, 2) Length/Duration: The
amount of time between the first threshold crossingn event and the end of the post
trigger time, 3) Amplitude: The maximum signal aimye within an event, 4) Rise
Time: The time interval between the first thresholdssing and the time of the peak
amplitude, 5) Pulse Count/Count: The number of sirme AE event signal exceeds
the threshold value and 6) Energy: There is nolsiagreed definition of AE signal
energy. In this thesis, we define the energy ofA&nhevent as the signal energy
contained in the event, i.e., the sum of the squa@mple amplitudes. Another

popular energy definition is the measured area uihgerectified signal envelope.
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Figure 2.3 Characteristics of AE event parameters

Generally, the continuous acoustic emission sigsalpplied for leak
detection application which the most parametersaasrage signal level (ASL) and

root mean square (Ak). The below are equations of each parameter.

asLv = =[P Mw(t)dt] = STV, [v(n)| (2.3)
where ASl, is an average signal level in voltage and v(8nsAE signal in voltage.
Additionally,

—
|1

_
AErms = |> [T p2 (Hdt = *ﬁ TV v?(n) (2.4)

*qll" tl

where AEqs is a root mean square value of AE signal in vatagd v (t) is aiAE

signal in voltage.
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Figure 2.4 The ideal filter

2.2.2 Filter Circuit

Filters are networks that process signals in gueacy-dependent manner.

The basic concept of a filter can be explainedxangning the frequency dependent
nature of the impedance of capacitors and induc@ussider a voltage divider where
the shunt leg is a reactive impedance. As the &eqy is changed, the value of the
reactive impedance changes, and the voltage divatar changes. This mechanism
yields the frequency dependent change in the ioptgit transfer function that is

defined as the frequency response.

An ideal filter will have an amplitude responsattis unity (or at a fixed
gain) for the frequencies of interest (called tlaspband) and zero everywhere else
(called the stop band). The frequency at whichrédsponse changes from pass band
to stop band is referred to as the cut off frequenc

Figure 2.4 (A) shows an idealized low-pass filter.this filter the low
frequencies are in the pass band and the highgudreies are in the stop band. The
functional complement to the low-pass filter is thigh-pass filter. Here, the low
frequencies are in the stop-band, and the higluéeges are in the pass band.
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Figure 2.4 (B) shows the idealized high-passrfilfea high-pass filter and a
low-pass filter are cascaded, a band pass filtereiated. The band pass filter passes
a band of frequencies between a lower cutoff fraquef, and an upper cutoff
frequency, . Frequencies below &nd abovefare in the stop band. An idealized
band pass filter is shown in Figure 2.4 (C). A ctenpent to the band pass filter is the
band-reject, or notch filter. Here, the pass bandiide frequencies below &nd
above f. The band from,fto f, is in the stop band. Figure 2.4 (D) shows a notch
response.

The idealized filters defined above, unfortunateBnnot be easily built. The
transition from pass band to stop band will notrtstantaneous, but instead there will
be a transition region. Stop band attenuation matl be infinite. The five parameters
of a practical filter are defined in Figure 2.5popite. The cutoff frequency {Hs the
frequency at which the filter response leaves ther éand (or the —3 dB point for a
Butterworth response filter). The stop band freqyefi) is the frequency at which
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the minimum attenuation in the stop band is reached pass band ripple (A is
the variation (error band) in the pass band respoi®ie minimum pass band
attenuation (An) defines the minimum signal attenuation within gtep band. The
steepness of the filter is defined as the orderdMhe filter. M is also the number of
poles in the transfer function. A pole is a roottlké denominator of the transfer
function. Conversely, a zero is a root of the nwatwrof the transfer function. Each
pole gives a —6 dB/octave or —20 dB/decade respoBaeh zero gives a +6

dB/octave, or +20 dB/decade response.

2.2.3 Operational Amplifier

An operational amplifier (op-amp) is a DC-coupledjhhgain electronic
amplifier with a differential input and, generallg, single-ended output. Figure 2.6
shows the standard op-amp symbol and a commerngiahgp package. The op-amp
produces an output voltage that is typically huddref thousands of times larger than
the voltage difference between its input termin@lse op-amp was intended for use
with external feedback elements which determinerdiseltant function or operation,
and hence the name “operational amplifier,” denctitag an amplifier can perform a
variety of operations. The op-amp has been verwlaouilding blocks for circuit
designs since characteristics of an op-amp arbysekternal components with small
dependence on temperature changes or manufactiiggions. Op-amps have been
employed in most of electronic and electrical aggilons such as controls,

communications, and signal processing.
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Figure 2.6 The standard op-amp symbol and a commercial opgankage.

With reference to Figure 2.6, there are two irtpatninals, i.e. non-inverting
(V-) and inverting (V+) terminals, an output pindV and two power supply terminal
(Vbp, Vs9. The ideal op-amp has infinite gain for differahtinput signals. In
addition, the ideal op-amp has infinite input imaede and zero output impedance.
The dual supply presents the same absolute valweltz#ge to ground from either
side, and consequently the center connection defihe common line or ground
potential. The exceptions are AC amplifier circuhgt may employ a single power
supply. This is accomplished by creating a floath/@ ground with DC blocking
capacitors. In such circuits, a source of “halfyyp creates a “virtual ground”
exactly half way between the positive supply andugd potentials. This chapter
deals with the study of ideal op-amp propertiesn&aiseful op-amp configurations

with external feedback are investigated.
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2.2.3.1 Ideal Amplifier Properties

Ideal Amplifier Equivalent Circuit

R,
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\ 4
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— 0 _ o —
+ o
V2

Figure 2.7 The ideal op-amp equivalent circuit.

The ideal op-amp equivalent circuit is shown iguife 2.7. It is seen
that the input resistand® is the Thevenin equivalent resistance seen ainjet
terminals while the output resistanBgis the Thevenin equivalent resistance seen at
the output terminal. In addition, the output sattmonsists of a voltage-controlled
source in series with the output resistaise The differential input voltageiq is
given by

Via =Vie ~Vi2 (2.5)

wherevi; is the voltage at the inverting terminal awg is the voltage at the non-
inverting terminal. The op-amp detects the voltdgierence between its two input
terminals, and multiplies it by the ga#o., causing the resulting output voltage.
Consequently, the outpus is given by

Vo :_A)Lvid :_AbL(Vil_Viz) (2.6)
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The gainAo, is called an open-loop voltage gain as no extdeedback from output
to input is connected. Ideally, the op-amp has @mite Ao., an infinite input
resistance R and zero output resistance. As a consequence fram ideal
characteristics, the currents into both input teats are zero is due to infinite input
resistance. In other words, an infinite resistaretevéen two input terminals implies
an open circuit and therefore current cannot etiterop-amp. Consequently, the
voltage across the input terminals is negligiblyami.e. vig=Vvi1 - vi2=0. In circuit
analysis, it can be assume tisatequalsvi,.

In practice, a practical op-amp has the valud®fin the range 10to
10®, the value oR, in the range 1 to 10°Q, and the value dR, in the range 1Q
to 102. As the open-loop gaifio, is very large in the range 1o 1F, an extremely
small difference in the two input voltages causesdp-amp operate in its saturated
states, i.e. the output voltage reach its extreasitige or negative voltage limits. As
this is seldom desirable, a negative feedback usitgrnal resistors is generally
applied to reduce the overall gain through sigeaidback. A negative feedback is
achieved when the output is fed back to input teatsi of the op amp. As a result of
the negative feedback, the closed-loop gain is sinmsensitive to the open-loop gain
AoL. For this reason, op amps are used in circuitis fgdback paths.

2.2.3.2 Inverting and Non-Inverting Amplifiers

R,
AAA
vvVv
[P
AAi i;
+ o VvV — +o—— |+
. ot > —© |- —© |-
Vi i —+ Ve Vi Ve
V- = @ MWV
R;
&
Fh
= - — -
(a) Inverting Amplifier (b) Non-Inverting Amplifier

Figure 2.8 Inverting and non-inverting amplifiers.
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Two simple configurations of op-amp with feedback inverting and
non-inverting amplifiers as shown in Figure 2.&eTinverting amplifier in Figure 2.8
(a) consists of a single op-amp and two resistbings inverting amplifier converts
positive voltages from the inputs to negative afigali voltages on the output and

vice-versa. Based on Kirchhoff’'s current law, thpdt current can be found by

. A \VA

iy — (2.7)
R R R

As there is no current flows into the input ternténaf the ideal op amp, therefore

i, =i,and

vo=v+—i2Rz=0—i2R2=—i1R2=—(V§JR2=—v{%J 28)

As a result, the closed-loop gain of the invertangplifier is given by

_V%_ [R
AL

The major advantage of the inverting amplifiethat a particular gain can
be achieved by changing the values of feedbacktoe$t,. However, two significant
disadvantages are low input impedance and a dwedmpsupply is required, which is
not convenient for modern circuit designs withragie positive supply.

The non-inverting amplifier in Figure 2.8 (b) alsonsists of a single op-
amp and two resistors. The input is directly cotegdo the positive terminal of the
op-amp and the feedback path is between the neg&tnminal and the output
terminal. Based on the ideal property of an op-dhgh V+ = V-, the non-inverting
amplifier can be analyzed using a simple voltageddr and the closed loop gain is

Y :(lelejvo (2.10)

given by
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Arranging (2.10) for a closed-loop gain yields

Ao, =£=[1+&j (2.11)

The non-inverting amplifier provides a voltage gafrgreater than one with no signal
inversion and can be used as the input stage offfareshtial instrumentation
amplifier. The non-inverting amplifier has very hignput impedance and can be
implemented with a single 0 to 5V supply. The gzan be controlled by replacii}

with a variable resistor.

2.2.4 Data acquisition and conversion systems

Data acquisition and conversion systems are usedduire analog signals
from one or more sources and convert these sign@idigital form for analysis or
transmission by end devices such as digital conngputecorders, or communications
networks. The analog signal inputs to data acdoisisystems are most often
generated from sensors and transducers which doreadsrworld parameters such as
pressure, temperature, stress or strain, flow, ieto. equivalent electrical signals. The
electrically equivalent signals are then convetigdhe data acquisition system and
are then utilized by the end devices in digitalnforThe ability of the electronic
system to preserve signal accuracy and integritiggamain measure of the quality of
the system. The basic components required for dogiisition and conversion of
analog signals into equivalent digital form arefaeléows: Analog Multiplexer and
Signal Conditioning, Sample/Hold Amplifier, Analag-Digital Converter and
Timing or Sequence Logic.

Typically, today’s data acquisition systems camtall the elements needed
for data acquisition and conversion, except perhéwsinput filtering and signal
conditioning prior to analog multiplexing. The apglsignals are time multiplexed by
the analog multiplier; the multiplexer output sigrsathen usually applied to a very-
linear fast-settling differential amplifier and/do a fast-settling low aperture
sample/hold. The sample/hold is programmed to aecamd hold each multiplexed

data sample which is converted into digital formasyA/D converter. The converted
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sample is then presented at the output of the Adbverter in parallel and serial
digital form for further processing by the end deg.

2.2.4.1 System sampling rate

2.2.4.1.1 Error Considerations

The application and ultimate use of the convedata determines
the required sampling and conversion rate of the @a&quisition and conversion
system. System sampling rate is determined, asrshowigure 2.9, by the highest
bandwidth channel, the number of data channelgl@dumber of samples per cycle.

2.2.4.1.2 Aliasing Error

From the Nyquist sampling theorem, a minimuntvad samples

per cycle of the data bandwidth is required in deal sampled data system to
reproduce sampled data with no loss of informatidmus, the first consideration for
determining system sampling rate is aliasing err@x, errors due to information
being lost by not taking a sufficient number of péas per cycle of signal frequency.
Figure 2.10 illustrates aliasing error caused framinsufficient number of samples

per cycle of data bandwidth.

C._
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Number . h l
of .
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x __L |
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1

1
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Figure 2.9 Determining minimum system sampling rate.
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Figure 2.10 Aliasing error versus sampling rate.
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Figure 2.11 Reconstruction of sampled data wheye Rfyax.
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2.2.4.1.3 Number of Samples per Cycle

This value depends on the allowable average &terance, the
method of reconstruction (if any), and the end afsthe data. Regardless of the end
use, the actual error of the discrete data samylebe equal to the throughput error
of the data acquisition and conversion system ahysdigital errors contributed by a
digital computer or other digital end device. Facremental devices such as stepping
motors and switches, the average error of sampigthlddata is not as importaas it
is for end devices that require continuous consigihals. To illustrate average
sampling error in sampled data systems, considecdése where the minimum of 2
samples per cycle of sinusoidal data are takentlamdlata is reconstructed directly
from an unfiltered D/A converter (zero-order redomstion). The average error
between the reconstructed data and the originalakig one-half the difference in
area for one-half cycle divided by p, or 32% forazerder data, and 14% for first
order reconstruction. However, the instantaneousiracy at each sample point is
equal to the accuracy of the acquisition and cawer system, and in many
applications, this may be sufficient for drivingnolimited end devices. The average
accuracy of sampled data can be improved by (Xpasing the number of samples
per cycle, (2) pre-sample filtering prior to muléging, and (3) filtering the D/A
converter output.

2.2.4.1.4 Aperture Error

Aperture error is defined as the amplitude amet terrors of the

sampled data points due to the uncertainty of tieawchic data changes during
sampling. In data acquisition and conversion systeperture error can be reduced or
made insignificant either by the use of a sampld/fmr with a very fast A/D
converter. For sinusoidal data, maximum aperturer evccurs at the zero crossing
where the greatest dv/dt occurs, and is expresstitematically as:

(A zin 2w Ft)

Aperture Error=—_ x ty, x 100%

= 27 ft, x 100% max (2.12)



23

10 | —
'Ir . '_.,..r"" l..,.i", L4171
E i '\wﬁﬁ"# ___...-"""’ j,-a""f#
o ; b
% J."I;:I---"11:':'.:-- -ﬂ"ﬂ |1
= "_.,...--"' I"..__I__.---
2 01 1] At ]
E . Ir'r'._,.r'" I
I..--""d- L+ 1411 j e =
= L1 Wl L] LT[ 1/2L5SE of 10 Bits
> o | ot T 172088 of 12 Bits
5 - I —
p T ey LI 1/2LSB of 13 Bits
g ol ] A TTF 12188 of 14 Bits
g 0 | — (V- !
§ ] _‘( L 1/2LSB of 16 Bits
LT =1
0001 = 1
1 10 100 1us
Aperture Time (ng)

Figure 2.12 Aperture error versus aperture time for data feeqies.

where f is the maximum data frequency agpdstan aperture time of system. This
expression is shown graphically in Figure 2.12ffequencies of 1Hz to 10kHz with
+1/2LSB error highlighted for 8-, 10- and 12-bisodution A/D converters. The need
for a sample/hold becomes readily apparent whea fdatjuencies of 10Hz or higher
are sampled, because the A/D converter convergieadsmust be 2ms or faster for
aperture errors less than £l/2LSB for 12-bit resiolo, and high speed A/D converters
are complicated and expensive when compared toesl®D converters with a low
aperture sample/hold. A sample/ hold with an apertime of 50ns to 60ns produces
negligible aperture error for data frequencies opl100Hz for 10- and 12-bit
resolution A/ D converters, and is less than +1RLlBr 8-bit resolution for data
frequencies near 5kHz. Use Figure 2.12 to deterpmg system aperture error for

each data channel versus the desired resolution.

2.2.4.2 A/ID Converter Points
2.2.4.2.1 Accuracy

All analog values are presumed to exist at thputi to the A/D

converter. The A/D converter quantizes or encogesific values of the analog input
into equivalent digital codes as an output. Thegpgtall codes have an inherent
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uncertainty or quantization error of +1/2LSB. Thsaf the quantized digital code
represents an analog voltage that can be anywhighenww1/2LSB from the mid-
point between adjacent digital codes. An A/D coterecan never be more accurate
than the inherent £1/2LSB quantizing error. Anakygors such as gain, offset, and
linearity errors also affect A/D converter accurddgually, gain and offset errors can
be trimmed to zero, but linearity error is unadaid® because it is caused by the
fixed-value ladder resistor network and networktslwimatching. Most quality A/D
converters have less than £1/2LSB linearity erforother major error consideration
is differential linearity error. The size of stdpstween adjacent transition points in an
ideal A/D converter is one LSB. Differential linégrerror is the difference between
adjacent transition points in an actual A/D coreednd an ideal one LSB step. This
error must be less than one LSB in order to guaesattitat there are no missing codes.
An A/D converter with £1/2LSB linearity error do@est necessarily imply that there
are no missing codes.

2.2.4.2.2 Selecting the resolution

The number of bits in the A/D converter detemsinthe
resolution of the system. System resolution isrd@teed by the channel(s) having the
widest dynamic range and/or the channel(s) thatireqneasurement of the smallest
data increment. For example, assume a channeiibasures pressure has a dynamic
range of 4000psi that must be measured to the stgawand. This will require an A/D
converter with a minimum resolution of 4000 digitaldes. A 12-bit A/D converter
will provide a resolution of 212 or 4096 codes—agweg for this requirement. The
actual resolution of this channel will be 4000/4@960.976 psi. The A/D converter
can resolve this measurement to within +0.488 ki1 SB).

2.2.4.2.3 Resolution

The number of bits in an A/D converter determittee resolution

of the data acquisition system. A/D converter nesoh is defined as:

Resolution = One LSB :Vf% , for binary A/D converters

= £ for decimal A/D converters 2.13)
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where LSB is Least Significant Bit, VFSR is Fullgge Input Voltage Range, n is
number of bits and D is numbers of decimal diglise number of bits defines the

number of digital codes and i§ @iscrete digital codes for A/D converters.

2.2.5 Wireless Communications

Wireless communications is a type of data commuioicahat is performed
and delivered wirelessly. This is a broad term thabrporates all procedures and
forms of connecting and communicating between twonmre devices using a
wireless signal through wireless communication nedbgies and devices. Wireless
communication generally works through electromaigr@gnals that are broadcast by
an enabled device within the air, physical envirentnor atmosphere. The sending
device can be a sender or an intermediate devitetiae ability to propagate wireless
signals. The communication between two devices rscethen the destination or
receiving intermediate device captures these sgnalreating a wireless
communication bridge between the sender and raceexace.

2.2.5.1 Evolution of LR-WPAN Standardization

Wireless communications is a type of data comgatiun that is

performed and delivered wirelessly. This is a brdadn that incorporates all
procedures and forms of connecting and communigétatween two or more devices
using a wireless signal through wireless commuimnatechnologies and devices.
Wireless communication generally works through tetenagnetic signals that are
broadcast by an enabled device within the air, iphy®nvironment or atmosphere.
The sending device can be a sender or an interteed&vice with the ability to
propagate wireless signals. The communication w0 devices occurs when the
destination or receiving intermediate device caduhese signals, creating a wireless
communication bridge between the sender and racdexace.

During the mid-1980s, it turned out that an eseraller coverage area
is needed for higher user densities and the emedga traffic. The IEEE 802.11
working group for WLANS is formed to create a wass local area network standard.

Whereas IEEE 802.11 was concerned with featurel as Ethernet
matching speed, long range (100m), complexity redleaseamless roaming, message

forwarding, and data throughput of 2-11Mbps, WPANXs focused on a space around
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a person or object that typically extends up to liinall directions. The focus of
WPANSs is low-cost, low power, short range and vaemall size. The IEEE 802.15
working group is formed to create WPAN standardsroup has currently defined
three classes of WPANSs that are differentiated dta date, battery drain and quality
of service (Qo0S). The high data rate WPAN (IEEE .8623) is suitable for multi-
media applications that require very high QoS. Medirate WPANs (IEEE
802.15.1/Blueetooth) will handle a variety of tas&aging from cell phones to PDA
communications and have QoS suitable for voice comaoations. The low rate
WPANs (IEEE 802.15.4/LR-WPAN) is intended to serseset of industrial,
residential and medical applications with very I@ower consumption and cost
requirement not considered by the above WPANSs atidrelaxed needs for data rate
and QoS. The low data rate enables the LR-WPAMNs@me very little power.

2.2.5.2 ZigBee and IEEE 802.15.4

ZigBee technology is a low data rate, low powensumption, low

cost, wireless networking protocol targeted towaadsomation and remote control
applications. IEEE 802.15.4 committee started waglon a low data rate standard a
short while later. Then the ZigBee Alliance and HBEE decided to join forces and
ZigBee is the commercial name for this technolaggBee is expected to provide
low cost and low power connectivity for equipmemattneeds battery life as long as
several months to several years but does not ee@iata transfer rates as high as
those enabled by Bluetooth. In addition, ZigBee d¢@n implemented in mesh
networks larger than is possible with BluetoothgB®e compliant wireless devices
are expected to transmit 10-75 meters, dependintherRF environment and the
power output consumption required for a given agpion, and will operate in the
unlicensed RF worldwide (2.4GHz global, 915MHz Arcas or 868 MHz Europe).
The data rate is 250kbps at 2.4GHz, 40kbps at 915ttd 20kbps at 868MHz.

IEEE and ZigBee Alliance have been working clpdel specify the
entire protocol stack. IEEE 802.15.4 focuses ongecification of the lower two
layers of the protocol (physical and data link kwyen the other hand, ZigBee
Alliance aims to provide the upper layers of thetpcol stack (from network to the
application layer) for interoperable data netwogkisecurity services and a range of

wireless home and building control solutions, pdevinteroperability compliance
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testing, marketing of the standard, advanced eegimg for the evolution of the
standard. This will assure consumers to buy pradiram different manufacturers
with confidence that the products will work togeth&EE 802.15.4 is now detailing
the specification of PHY and MAC by offering buitdj blocks for different types of
networking known as “star, mesh, and cluster tré&twork routing schemes are
designed to ensure power conservation, and lowdgtehrough guaranteed time
slots. A unique feature of ZigBee network layer cemmunication redundancy
eliminating “single point of failure” in mesh netws. Key features of PHY include
energy and link quality detection, clear channgkeasment for improved coexistence
with other wireless networks.
2.2.5.3 ZigBee vs. Bluetooth

ZigBee looks rather like Bluetooth but is simpleas a lower data rate

and spends most of its time snoozing. This chatiatte means that a node on a
ZigBee network should be able to run for six mortihgwo years on just two AA
batteries. The operational range of ZigBee is ntbam 100m compared to 10m for
Bluetooth (without a power amplifier). ZigBee siislow Bluetooth in terms of data
rate. The data rate of ZigBee is 250kbps at 2.4@dkbps at 915MHz and 20kbps at
868MHz whereas that of Bluetooth is 1Mbps. ZigBes=sua basic master-slave
configuration suited to static star networks of gnarfrequently used devices that talk
via small data packets. Bluetooth’s protocol is enaomplex since it is geared
towards handling voice, images and file transferad hoc networks.

Bluetooth devices can support scatternets of ipteltsmaller non-
synchronized networks (piconets). It only allows @8 slave nodes in a basic
master-slave piconet set-up. When ZigBee nodewseped down, it can wake up and
get a packet in around 15 msec whereas a Bluettastice would take around 3sec to
wake up and respond.

A ZigBee system consists of several componerits.imost basic is the
device. A device can be a full-function device (FF@ reduced-function device
(RFD). A network shall include at least one FFDemaping as the PAN coordinator.
The FFD can operate in three modes: a personalnateark (PAN) coordinator, a
coordinator or a device. An RFD is intended for leggions that are extremely

simple and do not need to send large amounts af éat FFD can talk to RFDs or
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FFDs while an RFD can only talk to an FFD. The cangon of ZigBee, Bluetooth
and WiFi is shown as Table 2.1.

Table 2.1 Comparison of wireless standards.

Type

No. Item

ZigBee WiFi Bluetooth
1 |Standard IEEE 802.15.4 IEEE 802.11a, b, g IEEE 80R.15
2 |Application Monitoring, control Web, e-mail, vided Ka replacement
3 |System resources 50 to 60 kbytes > 1 Mbyte > 25Ckbyt
4 |Battery life (days) 100 to > 1,000 1to5 lto7
5 [Network size 65,536 32 7
6 |Bandwidth (kbps) 20 to 250 11,000 720
7 |Maximum transmission range (m) > 100 100 10
8 |Success metrics Reliability, power, cost Speedipflix Cost, convenience

2.2.5.4 Network Topologies

Figure 2.13 shows 3 types of topologies that 2gBupports: star

topology, peer-to-peer topology and cluster tree.

PAN coordinator
Full Function Device
O Reduced Function Device

Figure 2.13 Topology Models.
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2.2.5.4.1 Star Topology
In the star topology, the communication is dghbd between

devices and a single central controller, called B¥N coordinator. The PAN
coordinator may be mains powered while the deviedls most likely be battery
powered. Applications that benefit from this togploinclude home automation,
personal computer (PC) peripherals, toys and gaffes. an FFD is activated for the
first time, it may establish its own network anctctme the PAN coordinator. Each
start network chooses a PAN identifier, which ig narrently used by any other
network within the radio sphere of influence. Tall®ws each star network to operate
independently.

2.2.5.4.2 Peer-to-peer Topology

In peer-to-peer topology, there is also one RANrdinator. In
contrast to star topology, any device can commu@ieath any other device as long
as they are in range of one another. A peer-to-peervork can be ad hoc, self-
organizing and self-healing. Applications such rdustrial control and monitoring,
wireless sensor networks, asset and inventory itrgckould benefit from such a
topology. It also allows multiple hops to route seges from any device to any other
device in the network. It can provide reliability ultipath routing.

2.2.5.4.3 Cluster-tree Topology

Cluster-tree network is a special case of a-fieeeer network in
which most devices are FFDs and an RFD may coriaextluster-tree network as a
leave node at the end of a branch. Any of the FBD act as a coordinator and
provide synchronization services to other devige$ @ordinators. Only one of these
coordinators however is the PAN coordinator. TheNP&oordinator forms the first
cluster by establishing itself as the cluster h@ildH) with a cluster identifier (CID)
of zero, choosing an unused PAN identifier, andatoasting beacon frames to
neighboring devices. A candidate device receivibgacon frame may request to join
the network at the CLH. If the PAN coordinator pésithe device to join, it will add
this new device as a child device in its neighlxir The newly joined device will add
the CLH as its parent in its neighbor list and bagansmitting periodic beacons such
that other candidate devices may then join the otwat that device. Once

application or network requirements are met, theNR®ordinator may instruct a
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device to become the CLH of a new cluster adjateetite first one. The advantage of
this clustered structure is the increased coveaage at the cost of increased message
latency.

2.2.5.5 LR-WPAN Device Architecture

Figure 2.14 shows an LR-WPAN device. The devaraprises a PHY,

which contains the radio frequency (RF) transceateng with its low-level control
mechanism, and a MAC sublayer that provides adeetige physical channel for all
types of transfer. The upper layers consists ofeawaork layer, which provides
network configuration, manipulation, and messagating, and application layer,
which provides the intended function of a device.lEEE 802.2 logical link control
(LLC) can access the MAC sublayer through the senspecific convergence
sublayer (SSCS).

Upper Layers

| 802.2 LLC |
[ ]
SSsCS

MAC

PHY

; F‘-Hjsisai Medium

Figure 2.14 LR-WPAN Device Architecture.
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AE sensors are applied in many applications whiahous method and

techniques are utilized. Table 2.2 summarizes resam the applications, techniques

and characteristics of AE sensor for pipelinestfdatection as follows.

Table 2.2 Summary applications and techniques of AE sensors.

RBF Kernel Function

Author Year Application Theory/M ethod AE Sensor
Jiao Yang 200fAE Source Identification for Buried Gas |  Global Sgtalemporal Data Fusion
Pipeline Leak
Athanasios A. | 200P Leak Detection in Liquid Filed yRel Number of Turbelent Flow
Buried Pipeline
M. Noipitak 2011 Fabricated AE Sensor Caibration by ploal Regression 150 kHz
the leakage rate of Air Jet Theoretical Model
A. Prateepasery 2011 Apply Smart Portable AE Instrimen  [Use Microcontroller ARM7 to control 150 kHz
to detect internal air leakage of valve the multiplecircutt to get Aerms
Mathematical modeling
Zhang Jain-l 2011 Experiment about Leakage Detection |Detect AE Signal that generated 0.5- 10 kHz
in Cast Iron Pipe from Turbulent Flow
DiemOzevin | 2012 Leak Localization in pipeline netiwr | Geometric Connectivity 60 kHz
N.C. Hii 2013 Flow of particulate solids detection t&x flow rate of solids partical 0.1-1 MHz
in pipelines by AE sonsors
A. Mostafapour| 2018 Leakage Detection in Pipeline Bdsmon-linear cylindrical shel 50 - 500 kHz
Galerkin Method
Runge-Kutta numerical method
Eric Bechhoefer| 2013 Split Torque Gearbox AbnormadéBion | Analog Signal Processing for the AE | 1000 RBIZ
Signature Demodulating
Zhang Haifeng | 201B Valve Leak Detection in Pipeline pi&ut Vector Machine
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As shown in Table 2.2, Jiao Yang; et al. (200§)h&ve proposed a gas leak
identification model for city gas pipeline. This de is presented based on spatial-
temporal data fusion, which the leak in small holdmmeter 1 — 2 mm) can be
detected with the distance between leak hole astth¢esensor is within 87 m, and
the pressure in pipeline is in the range of 0.20-MPa. The identification ratio is up
to 95%.

damplng m M tunes

Tharacters | [TTeural nefwork
extract  |7| identification

sensor 1w

Fipelne Space
to be tested e
i Sengor 2 e Characters _.,NEUI’E:I netarotl
exiract identification
Identfication Time qJ

Spata-termporal data fiasion
for zample in -1 tines

sutput fazion |

Figure 2.15 Spatial-temporal data fusion identification mofilleak testing.

P'.E Amplfy  Filter Wavelet
transform
Basic probability

distribution
Identfication
result
j—'mother

Tine fusion

sensor's Meural
wdentification  network
result partial
identification

Figure 2.16 The realizing process of leak identification.
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Figure 2.16 shows the process of AE signal ideatibn. In the course of
leak AE testing and identification, several secdoef®re acquisition time, GPS clock
wakes single-piece microcomputer up. The compugetssto calibrate precisely time
and labels GPS time tag. When acquisition timepistive instrument informs A/D to
acquire signal. When there is leak in inspectectlpip, the AE signal spreads in
guided wave model and received by two sensorslliedtane on each end of pipeline.
After amplifying and filtering, the analog signadse converted to digital signal by
500 kHz A/D converter, and the latter are storedFILASH of the acquisition
instrument via buffer. The acquisition instrumerdgares signals according to
acquisition times and length which were set presiypurhe whole data are stored in
FLASH and provided for host computer to read andlyamms. Host computer reads
data via USB port. There is the precise GPS tirgartavery segment data, which is
for locating leak source. The author employed wetvahalysis method to pre-process
original signal features because it has better-treguency localization characteristic
for stochastic signal. The acquisition data treatetl wavelet to decreased noise are
identified locally by neural network with distriled decision, and finally identified
with global spatial-temporal data fusion in hosinpuiter. The extracting features are
sent to neutral network to make locally target sifasation of a single sensor. The
output value is used to make(A) and m(0) functions, and then the final basic
credibility distribution function is acquired byehDempster amalgamate rule. The
identification result is at last fused in new temglaata series. In accordance with D-
S evidence rule, the final result about targettifieation is acquired.

Athanasios Anastasopouos; et al. (2009) [6] hgwalied AE sensors to
detect the turbulent flow at the leak orifice. Tdnghor have provided the position of
the leak using digital AE systems and specializd#thare. In this research, the author
mentioned that AE can be produced by the highlyalote turbulent pressure field at
the orifice with the Reynolds number Re > 1000asdo ensure turbulent flow. The
corresponding AE signals generated are of a “cantis” nature. Additional sources
that may produce AE in the occasion of a leak amwall crack/orifice growth,
cavitation due to local sub-pressure at the orifiemporary entrapments and impacts
of solid particles at the orifice, soil movements, even external sources such as

impacts etc., which are mainly “burst” type sourcése generated AE waves from
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such sources propagate through the fluid or thrabghpipeline itself. The author
estimated the leak location by measuring the aogwitvariations of continuous
signal at various positions along the pipe. Basedsignal attenuation and signal
amplitude reduction with the distance from the |lsakirce, as measured at various
positions, an amplitude variation ratio is record@dsed on this ratio the distance to
the source can be roughly calculatfthey also presented a more effective and
accurate method to locate a leak on a buried pipdby linear location. Two AE

sensors placed on either side of the leak are nestjfor this method. The leak source
can be calculated as equation 2.14.

Re = Ud/v

U = Mean fluid velocity through orifice
d = Mean orifice diameter

/ = Orifice length

v = Kinematic viscosity of fluid

P = Pressure inside the pipeline

Patm = Atmospheric Pressure

Re =Reynolds number

I
Turbulent Flow Condition : Re > 1000

Figure 2.17 Leaking flow features.

AE1 X AE2
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Figure 2.18 AE sensors installation for leak source identifma
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(L—VTt)

Wherezx is the distance from the first sensbis the known distance between the two
sensors, V is the (known or measured) AE wave velocity, atlis the time

difference of the wave arrival on the two sensoessaired by the acquisition system.
M. Noipitak; et al. (2011) [7] proposed a relatiwaibration method for an
internal valve leakage rate measurement systemg uagcoustic emission (AE)
methods with microcontroller. The author selectadaa jet to calibrate because it
provides a frequency spectrum similar to the AEcspen obtained from the valve
leak, especially in the frequency range of 100— BA@. Three AE sensors mounted
on a valve were used to validate the system cdliraRatios between the average
energy (Alkus) were obtained from each pair of sensors, ancethatsos were used
to transfer the leakage Aks value. Subsequence, its performance to predict the
leakage rate in the laboratory and in the field ves$ed. The error is less than 5% in
almost cases. Its benefit is to reduce the recdidr time when a part of
measurement system is changed. Accordingly, inestperequipment including an
AE sensor was built, and its system performance keasaled. The relationship
between leakage rate and average energy of AE|s{§iikys) is used to predict
leakage rate and was determined both by an emipmegaession and a theoretical
model. The equation is based on a reference AEosemdich has a frequency
response that can differ significantly compared dther AE sensors. As a
consequence, changing an AE sensor can producgeadeediction error when using
these leakage rate equations. Therefore a timasoang calibration process must be
performed to acquire the correct parameters for |[dakage rate equations. To
minimize the time required for calibration, a retatcalibration method using an air
jet is introduced here. In this paper, a systenbialon will be applied to a valve
leakage rate measurement system, using an ais jiteaartificial AE source. An AE
sensor is built for the valve leakage rate measen¢énsystem. A method for
transferring information between different sensigralso proposed. The prediction
error, in both the laboratory and a petrochemitahtp is presented. The contribution

of this paper is the development of a novel, lowto@lve leakage rate measurement
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system, which can minimize the time and cost regoéents for making a useful
leakage rate prediction.

A. Prateepasen; et al. (2010) [8] proposed a nowvelcost instrument based
on microcontroller and a novel theoretical modeddshon AE technique to predict the
leakage rate. The system is an embedded systeeadhst a general PC-based data
acquisition. AlRus parameter is used to infer the leakage rate, hadetfects of
various process variables on the model are alshestuThe experimental results have
shown that the instrument is capable of detectogsible valve leakage encountered
in online operation. With its portability, ease uwfe and compactness, the proposed
system provides faster and low cost valve leakagection. The author mentioned

about a theoretical relationship between an AEaigower in form of4 to a

ER'EME
liquid leakage rate acquired from a PC-based AEesysTheAEz,,., generated from
the leakage of gas through valves, is a functiosaeind powerfp,, related to fluid

variables such as inlet pressure level, valve gjas,density and sound velocity. This

can be seen from the ratic$)(of 4 to B, at various air leakage rate conditions

EREMS’
of valve as shown in Figure 2.19. The gas comprégiunder the turbulent flow at
thin layer with a rigid boundary affect sound gextien of nonlinear deformations of

material surfaces. The expression between the deakate, AEZ,,. and the fluid

variables can be expressed as

Q = f(B), (2.15)

L1
\ ¥ P,=1 bar
w2l o P =3bar|
1™ Bar

L L s " L n n . .
o 0 20 30 40 50 60 T aa 50 100
Leakage rate (mbsac)

Figure 2.19 Correlation between d and leakage rate (Q) abuarparameters.
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[AEI%MSEE“D“RT]E

whereg = and Q is the volume flow rate {fs), 4 the

ER;M_‘-'
AE signal power (ri?) obtained by experimeni the sound velocity in the fluid
(m/s), D the valve size (m), R the gas constalitnf kg™ K~%), T the temperature
(K) and P, the inlet pressure (kg/is7).

Zhang Jian-li; et al. (2011) [9] took the casmingipe as the research object,
several cases of acoustic emission phenomenoreitetiking pipe were studied by
experiment in the municipal pipeline test bencheyl'are the different characteristic
of the signals from the pipe with leakage and rakdgje, the different acoustic
emission characteristics of the leakage in cast pgpe under different hydraulic
conditions, and some of the external interferenddé acquisition of signals, etc. The
experiment results show that the acoustic emigg@momenon of leakage in the pipe
is very complex and the components of the freq@snal the leak noises are very
rich. The autocorrelation of leak signals is pdoowever the autocorrelation of the
ambient noises is very strong. And the impact dfecént hydraulic conditions on

amplitude is evident but the distribution of thespum is not obvious.

-
7
a"./'-1
3 9 4
L‘i‘f = /f—fﬁ—xﬂ—
e N T T I

=l = ! Ij

Figure 2.20 Test bench for leakage simulation.
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In this paper, the characteristics of leak sigmalsast iron water distribution
pipe have been investigated though time-domaimuiacy-domain, time-frequency
domain, and the autocorrelogram under many coatiolconditions at an
experimental leak detection bench. The main finslio§ the investigation can be
summarized as 1) The energy of leak noise is mugieh than the ambient noises.
Furthermore, the greater the leak flow rate thédrnighe energy is, 2) The amplitude
of leak signals diminished rapidly with distanceaaate of about 0.11dB/m, 3) The
spectrums of leak signals distribute widely. Thecspums induced by water flow are
in low frequency that below 3000Hz and the specsrimduced by bubbles burst are
in high frequency that above 5000Hz, 4) The autetogram of leak noise is sharper
than that of ambient noise much more.

Didem Ozevin; et al. (2012) [10] proposed a neaklbcalization approach
for pipeline networks spread in a two dimensior@ifiguration. The approach is to
determine arrival time differences using crossealation function, and introduce the
geometric connectivity in order to identify the Ipathat the leak waves should
propagate to reach the AE sensors. The leak locationulti-dimensional space is
identified in an effective approach using an améyensors spread on the pipeline
network. The approach is successfully demonstrated laboratory scale
polypropylene pipeline networks. This paper demmass that the 2D location of a
leak in a pipeline network can be determined usieglD source location algorithm
integrated with geometric connectivity. As leak @ugenerates continuous acoustic
emissions which can be highly chaotic, cross cati@l approach should be
integrated with the hit sequence identificationdaaen the ASL distributions of the
AE sensors in order to reduce the error of thevarrime differences of the AE
sensors. The source location algorithm presenteithignstudy is applicable to any
novel AE sensors such as fiber optic and MEMS. @ttenuation and the wave
velocity study with distance can be integrated i location model for any kinds of
pipeline materials in order to increase the reidbbkage location.

N.C. Hii; et al. (2013) [11] researched about gemeration of the AE from
particulate flow and an investigation of the pot@nof implementing AE for flow
parameters, namely the solid mass flow rate, panielocity and size, monitoring. A

series of experiments has been conducted to gathsignals from a laboratory scale
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single flow-loop pneumatic conveying system. IligiaAE sensors were attached to
two steel meshes which were placed with a fixedladistance in the pipeline to
study the generation of the AE and subsequently pibesibility of using those
generated AE to determine particle velocity in thigeline. Particle velocities
measured from this approach were compared withrétieal predictions. The results
indicated that this approach could measure the rpe#ictle velocity with reasonable
accuracy. The generation of AE on five differemissg mounting locations was also
studied. The results showed that sensors mountedl ¢éimose locations were able to
respond to changes in the flow parameters. Howevsdy,two sensor locations (outer
bend and Mesh) were chosen for further investigafidne final experimental results
indicated that the AE features, namely Root-Meauna®g (RMS) and energy of the
AE, are related to the changes in the flow pararset@d good correlations were
found. Good correlations between the RMS and engfrglye AE with the momentum
and kinetic energy of the particles, respectivelgre also found. Overall, the studies
indicated that features of AE have great potentialgas—solid two phase flow
parameter monitoring. However, the studies alsovdthat the applicability of the AE

techniques to measure solid mass flow rates intipeaavould require tedious

calibration.
Bunker
Racket Shaped \ /
e Re-Lockable Hole
i i
PEI'SPEE Flipe \ for Pitot Tube _- I 0
= / | TN
| S R
a | -
k5 o !
1400 150 170

5400

— | . : i
\ - s | L e —
Filter i PC

Pre-amplifier

Lo o e i

W= Sensor Mounting Locations DAQ System

Figure 2.21 Schematic of the laboratory scale single flow-lpogumatic conveying

system (all dimensions in mm).
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Their experiments cover briefly three main invgations, which are 1) The
effects of particle size and solid loading on theampatrticle velocity, 2) The effect of
different sensor location on AE generation, 3) HEffects of changes in the flow
parameters, namely solid mass flow rate and congewir velocity on the AE
features. The author concluded that the flow ofipalate solids in pipeline results in
the generation of AE which may be detected by ssnsstalled at several different
locations along the pipe outer surface. It was dotimat the particle slip velocity
decreases linearly with increasing solid loading # given particle size and
conveying air velocity. Moreover the energy of thE signals has been shown to
correlate linearly, with reasonable accuracy, wéspect to the kinetic energy of the
particles. Although the AE sensors responded togbs in the solid mass flow rates
in a systematic way, the relationships were gelyenalt linear in nature and that the
outcomes were very sensitive to the location angplieg of the sensor installation.
Furthermore it is also anticipated the absolutailtesof AE measurements are
dependent on the pipe material and diameter angdhyscal properties of particulate
solid being conveyed. This means that the applicalnf the AE techniques to
measure solid mass flow rates in practice woulduigect to tedious calibration.

A.Mostafapour; et al. (2013) [12] proposed a moofekhcoustic emission
generated by pipe vibration due to leakage. Dorsnetin-linear theory for cylindrical
shell was used to derive motion equation under lsisypported boundary condition.
Then, the motion equation was solved by using ®elemethod that resulted in a
system of non-linear equations with 6 degreesedédom. To solve these non-linear
equations, ODE tool of MATLAB software and Rungettéunumerical method was
employed to obtain pipe wall radial displacemeiat. ¥erifying this method, acoustic
emission by a continuous leak source was meas@pgueriments were carried out
with a linear array of sensors on steel pipe (ASANIO6/99) of nominal length 6 m,
7.35 mm wall thickness and external diameter of 6. The pressurized air was
flown inside the pipe through the compressor. Twautated continues leak sources
with 0.6-mm and 1-mm diameter holes were used uldbear air pressure. This
source propagated waves in a large of frequenbiest®—-400 kHz.



41

i

Figure 2.22 Equipment lay-out (1 — air compressor; 2 — regul&, 4 — AE sensors;
5, 6 — amplifiers; 7 — processing PC; 8espure gauge; 9 — leak source and 10 —

pipe).

In this study the vibration behavior of the piganvestigated per resonance
frequencies of the used AE sensors which are né@r and 300 kHz. Signals
generated by the pipe wall vibration were recordgdusing acoustic emission
sensors. In the next step, Fast Fourier Transfdffl was used in the signal
analysis. Comparison of the obtained results, atdithe good agreement between the
experimental and modeled frequencies ranges. Than reeror between analytical
modeling and experimental results is less than 6%.the experimental results
confirm performance of the developed analytical.

Eric Bechhoefer; et al. (2013) [13] hypothesizieal the AE signature is the
result of some forcing function (e.g. periodic roatiin the case of rotating
machinery). By using analog signal processing toattulating the AE signature, one
can reconstruct the information carried (e.g. matioh) by the AE signature and
provide improved diagnostics. As most on-line ctindi monitoring systems are
embedded system, analog signal processing techmiglere used which reduce the
effective sample rate needed to operate on theidalsto those similarly found in
traditional vibration processing systems. Furth®y, implementing another signal
processing technique, time synchronous averadgnegAE signal is further enhanced.

This allowed, for the first time, an AE signal te@ lused to identify a specific
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component within gearbox. This processing is testeda split torque gearbox and
results are presented. The AE envelope analysis ghomises to be a powerful tool
for gear fault diagnostics. By heterodyning the rai#/ signal, it is possible to reduce
the hardware resources and cost normally assocuatid AE processing. In this
experiment, the acquisition-sampling rate of 100P&S~vas used on an AE sensor
with a signal bandwidth of 600 KHz, using an anglétilbert transform circuit. The
AE envelope signal was then processed using timehsgnous averaging (TSA). The
TSA is commonly used with vibration-based diagresstthis is the first time its use
has been published using AE data. The TSA of theeA&lope was used to control
for variation in shaft speed, and to reduce norelssgamous noise. The use of the TSA
allowed the gear fault to be identified.

Condition Indicators, based on the TSA, were dated for both the AE
sensor and the for vibration sensor (acceleromei¢® Cls for the AE enveloped
signal were 3x more statistically significant théor the vibration sensor. This
indicated that the combination of demodulated Asse data and the use of the TSA
was superior for gear fault detection than tradaiovibration/accelerometer sensors.

Zhang Haifeng; et al. (2013) [14] proposed a metlvodetect the leakage of
the pipeline valve in operation sate based on diwoasnission (AE) theory and
support vector machine (SVM) model. The acoustigssion testing platform was
setup, and then, AE testing for valve internal &pk under test platform was
performed, and the root mean square (RMS), avesagal level (ASL) of the time
domination and peak value of the frequency domimaivere as eigenvectors for the
SVM model. Finally, the SVM model for the detectiohleakage of pipe valve was
established through the training and testing eigetors, and the abilities of the
kernel functions were evaluated. Results show tti&aimethod based on RBF kernel
function is workable and effective for the leak etgton of pipe valve with the
sensitivity of 92.5%, the specificity of 100%, athe accuracy of 96.25%.
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Chapter 3
Resear ch M ethodology

3.1  Introduction

The research methodology of this thesis focuses @al-time monitoring of
closed-loop water cooling system using wireless gMdmal transmission combined
with a microcontroller-based data acquisition systnd a Graphic User Interface
(GUI) in MATLAB. The application of AE signal in tbulent flow detection in the
pipeline is also focused in this research. Thisptdra presents the research
methodology for implementation process.

3.2  Research Processes

3.2.1 Review related research papers and studies fronk [&Eplorer and
Science Direct databases not only to ensure timtekearch is not a repeat, but also
to study the existing knowledge and technology tlaat be applied for this thesis.

3.2.2 Design and implement low-pass filter and pre-anw®li€ircuits using
BiIMOS operational amplifier model CA3140, which tmen-inverting amplifier
concept is applied for this design.

3.2.3Design and implement an A/D converter by prograngmion
STM32F4 microcontroller. This A/D converter congetthe AE signals to a personal
computer and hence the GUI software. Simulatiores merformed through Orcad
PSpice and a MATLAB Simulink. Signal quality ana$ysinvolves frequency
response, Total Harmonic Distortion (THD), and Po@gectral Density (PSD).

3.2.4 Design and program on XBee wireless module to mainsirelessly at
the frequency of 2.4 GHz that receives digital algrfrom preceding A/D converter
and sends data to another wireless module connexgeg@ersonal computer via USB
port.

3.2.5Design and implement GUI with data analysis sofevaby
programming on MATLAB to display AE signals on argenal computer in both

time and frequency domains.
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3.2.6 Test the overall system with the closed-loop watsling system of
the induction heater in the galvanizing steel ptarfind the relationship between AE
signals in both time and frequency domains at @algr conditions of water pressures

and flow rates.

3.3 Research Tools

This research acquires the AE signals that gertefeden AE sensor model
R8u of Physical Acoustic Corporation (PAC) which hhe bperating frequency up
to 1 MHz, with the pre-amplifier in which the gaisan be selected at 20, 40 and
60dB. The commercially available DAQ board usedfas a reference to the
experimental result is from ADVANTECH model PCIE4¥/ having the maximum

sampling rate at 30 MHz with 12 bits resolution.

34  DataAnalysisMethods

The signal analysis of the proposed system is padd through MATLAB.
Signal quality analysis involves frequency respon$etal Harmonic Distortion
(THD), and Power Spectral Density (PSD). The rasate also compared with the
real commercially available DAQ system with LabVIEAMalysis in order to ensure
the reliability of the proposed system. The comimiadlsc available AE sensor and
DAQ system is calibrated using the standard pdeai break tests on an aluminum
plate according to the artificial source, i.e. ASBWndard No. E976-84 [15].



Chapter 4

Resear ch Results

4.1 I ntroduction

This chapter presents the research results forad R@e Monitoring of a
Closed-Loop Water Cooling System using a Wirelessustic Emission Sensor. The
proposed system consists of three major blockshasrs in Figure 4.1. First, an
integrated amplifier and filter, which is so callpamplifier, that is used to amplify
the input signal with variable gain and filter re8sin environment. Second, the A/D
converter interface using STM32F4 controller whigberates real-time. Afterward,
XBee wireless module is programmed to transmit Adgha wirelessly to another
wireless module connected to a personal compugetJd@B port. Subsequently, the
graphic user interface system exploits MATLAB depktapability to show the real-
time signal and various signal characteristicsyaigl Finally, overall system is tested
with the closed-loop water cooling system of theuiction heater in the galvanizing
steel plant to find the relationship between AEnalg in both time and frequency
domains. This chapter summarizes the resulting svarkthis thesis involving all

theoretical matters and experimental verifications.

@ (b) © )

Preamplifier | | A/D Interface | | Wireless

(Amplifier and | using | Module using
Filter) STM32F4 XBee (Tx)

AE sensor R :
On Site
© ) @
Wireless Graphic User
Module using Interface in

XBee (Rx) Simulink

Control Room

Figure 4.1 The proposed overall research scope.



47

4.2 The Design and | mplementation of Pre-amplifier circuits

Figures 4.2 and 4.3 show the preamplifier circeisigns. The variable gain
preamplifier is implemented using BIMOS operatioasaiplifier model CA3140 as a
high slew rate, wideband amplifier. The amplifiémcuait is designed base on a non-
inverting amplifier which analog input signal isnc@cted at the input terminal which
signal level can be adjusted by R1 before inpuCAB140. Gain of preamplifier can
be adjusted via R9 and output DC level can alsadjasted by R5 to keep output
signal at the output terminal the range of 0-5 V that compatible with STM32F4
Controller. The push-pull class AB output circuging transistors Q1 and Q2 are

exploited in order to adjust full peak-to-peak sgvin

+12V

+12V -12V

-12V

Figure 4.2 The circuit schematic diagram of preamplifier aitaesign.



Figure 4.3 The circuit implementation on board of the preafigplcircuit.

Table 4.1 Summary of preamplifier circuit parameters and pambers.

Preamplifier Circuit Parameters

Resistors Capacitors Integrated Circuits
Parts | Values | Parts | Values Parts Numbers
Ry 2kQ G 2pF Op-Amp CA3140
R, 2000 C 50uF Diode B 1N914
Rs3 2.2k GCs 50upF Diode B IN914
R4 2.2k - - Transistor @ 2N3053
Rs 10kQ - - Transistor Q 2N4037
Rs 3kQ - - - -
R7 2002 - - - -
Rs 2.2k - - - -
Ro 50kQ - - - -
Rio 2.7Q - - - -
Ri1 2.7Q - - - _
Ri2 51Q - - - -
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Figure 4.4 Frequency response characteristics of the propusaplifier.

Values of electrical components asgetl as Table 4.1. The experimental
results have been performed through the protobecardesponding to the block
diagram in Figure 4.2. The demonstration condii®ra sinusoidal signal input of
20mV at 100 kHz, corresponding to the low-frequesgnals. Figure 4.4 shows
frequency characteristics of the proposed prearaplilt can be seen from the graph
that the preamplifier establish the low pass fildraracteristic where the low
frequency has a very high gain of above 100 btheahigh frequency, for example 1
MHz, the gain is still greater than 0. For the freqcy of interest at 100 kHz the gain
is approximately at 20dB. Figure 4.5 illustrates finusoidal signal in time domain.
It can be seen that the non-inverting amplifier eamplify the input signal to the
larger signal without phase shift.

Figure 4.6 illustrates of the Fast Fourier Transf¢FFT) for Total Harmonic
Distortion (THD) calculations. Using the rectangulaindow transformation, the
peak signal at 100 kHz has the highest peak wineradise floor is about 200 kHz
far from the center frequency. Since FFT transféionawas used for the THD
calculation, Table 4.2 summarized the THD in petage at difference value of
particular gain under region of interest betwee2054t is seen that the THD is in the

range of 3-5%.
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Figure 4.5 lllustration of sinusoidal signal in time domain.
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Figure 4.6 lllustration of the Fast Fourier Transform for THBIculations.
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Table 4.2 Summary of particular gains {{Vin) and showing the corresponding
THD in percentages

Particular Gains THD (%)
S 3.2362
10 3.7334
15 5.4146
20 5.6488
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Figure 4.7 lllustration of the power spectral density showihg bandwidth of the

signal at 0dBm level.

This is acceptable for the preamplifier that anidifthe AE signal in real
application. Figure 4.7 illustrates the power spgatensity showing the bandwidth of
the signal at 0dBm level. It is seen that the nfie® is approximately -60dB and the
bandwidth is about 4 kHz.
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4.3 The Design of STM32F4 Microcontroller for A/D Converter
Operationsand MATLAB for GUI

As mentioned earlier, this research utilizes tht132F4 controller, which is
based on the high-performance ARM®Cortex™-M4 32RiBC core operating at a
frequency of up to 168 MHz, for analog-to-digitahwersion. This device offers three
12-bit ADCs, two DACs, a low-power RTC, twelve gealeourpose 16-bit timers
including two PWM timers for motor control, two g&al-purpose 32-bit timers.

Therefore, the input analog signal is digitizedhwihe performance of 3x12-BIT
AMD 2.4 MSPS. Figures 4.8 and 4.9 demonstrate éxgetal setup of the
STM32F4 and the GUI that exploits MATLAB program tisplay real-time AE
signals and various signal characteristics analysis

Figure 4.8 Demonstration of the experimental setup of STM32#/d the GUI.
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Figure 4.9 Demonstration of the display of signal in time d@rejuency domains.

44  TheDesign of Xbeefor Wireless Communications

In order to transmit AE signal wirelessly, XBeereless module is
programmed. The first module connects with STM3&kdrocontroller, which is so
called transceiver (Tx) and the another module eotsnwith personal computer via
USB port, which is so called receiver (Rx). Figu#&40 and 4.11 illustrate the
experimental setup of wireless transceiver andreigul2 and 4.13 also illustrate the
experimental setup of wireless receiver.

XBee wireless module is performed base on IEEE 182, which is so
called ZigBee technology. This technology is a ldata rate, low power consumption
and low cost wireless networking protocol. Refethte specification, XBee wireless
module can transmit data in the range of 120 ne{tifisight) with 2mW output at
data rate 250kbps. Figure 4.14 demonstrates theriexgntal result when transmit
data 00 and FF from STM32F4 microcontroller to aspeal computer via XBee
wireless modules in the range of 20 m. The resiitsv that data transmission via

XBee wireless modules is acceptable for the prapegstem.
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Figure 4.10 The experimental setup of XBee Transceiver.

Figure 4.11 The connection of STM32F4 and XBee for Transceiver
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Figure4.12 The experimental setup of XBee Receiver.

Figure 4.13 lllustration of XBee Receiver.
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Figure 4.14 The experimental result when transmit data OOF&rom STM32F4

microcontroller to a personal computer viaes.

45  Artificial Sinusoidal Signal Testsusing LabVIEW

In order to verify signal analysis of LabVIEW padiarly in the Fast Fourier
Transform (FFT) function, the artificial sinusoidagnal tests are performed. Figures
4.15 to 4.28 show the waveforms of the artificiahusoidal signal in various
frequency in time domain and the corresponding posgectral density in dB,
respectively. The experimental results show th&MIBW program can be utilized as
a verified tool for the proposed system.
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Figure 4.15 The waveform of an artificial sinusoidal signalliabVIEW at 100 Hz.

Amplitude

10k

I
10 100 1k
Frequency

Figure 4.16 The corresponding power spectral density in dBiefwaveform in

Figure 4.15 using LabVIEW.



Amplitude

PARAMAMAMAVANY

-1-

I I I I I
0.025 0.03 0.035 0.04 0.045

Time

I I I I I
] 0.005 0.01 0.015 0.02

58

I
0.05

Figure4.17 The waveform of an artificial sinusoidal signalLiabVIEW at 500 Hz.
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Figure 4.18 The corresponding power spectral density in dBiefwaveform in

Figure 4.17 using LabVIEW.
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Figure 4.19 The waveform of an artificial sinusoidal signaliabVIEW at 1 kHz.
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Figure 4.20 The corresponding power spectral density in dBhefwaveform in
Figure 4.19 using LabVIEW.
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Figure 4.21 The waveform of an artificial sinusoidal signaliabVIEW at 5 kHz.
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Figure 4.22 The corresponding power spectral density in dBhefwaveform in

Figure 4.21 using LabVIEW.
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Figure 4.23 The waveform of an artificial sinusoidal signalliabVIEW at 10 kHz.
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Figure 4.24 The corresponding power spectral density in dBiefwaveform in

Figure 4.23 using LabVIEW.
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Figure 4.25 The waveform of an artificial sinusoidal signalliabVIEW at 50 kHz.
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Figure 4.26 The corresponding power spectral density in dBhefwaveform in

Figure 4.25 using LabVIEW.
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Figure 4.27 The waveform of an artificial sinusoidal signalliabVIEW at 100 kHz.
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Figure 4.28 The corresponding power spectral density in dBiefwaveform in

Figure 4.27 using LabVIEW.
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4.6 Real Sinusoidal Signal Testsusing LabVIEW and MATLAB

In this test, the comparison between the commdéydizAQ board using the
GUI in LabVIEW and the proposed DAQ system by STM82sing the GUI in
MATLAB as shown in Figure 4.29 have been performEte real sinusoidal signal in
the frequency range of 100 Hz — 100 kHz adjusted hynction generator is applied
to each system. The waveforms and correspondingpspectral density in dB from
the commercially system are shown as Figures 4©30.39 and from the proposed

system are also shown as Figures 4.40 to 4.49eXperimental results show that the
DAQ system by STM32F4 and the GUI in MATLAB is aptable for the proposed

system.

Figure 4.29 The experimental set up of real sinusoidal si¢estl using MATLAB.
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Figure 4.30 The waveform of real sinusoidal signal in LabVIEAV1 kHz.
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Figure 4.31 The corresponding power spectral density in dBhefwaveform in

Figure 4.30 using LabVIEW.
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Figure 4.32 The waveform of real sinusoidal signal in LabVIE&\S kHz.
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Figure 4.33 The corresponding power spectral density in dBiefwaveform in

Figure 4.32 using LabVIEW.
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Figure 4.34 The waveform of real sinusoidal signal in LabVIE#V10 kHz.
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Figure 4.35 The corresponding power spectral density in dBhefwaveform in

Figure 4.34 using LabVIEW.
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Figure 4.36 The waveform of real sinusoidal signal in LabVIEANS0 kHz.
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Figure 4.37 The corresponding power spectral density in dBiefwaveform in

Figure 4.36 using LabVIEW.
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Figure 4.38 The waveform of real sinusoidal signal in LabVIE100 kHz.
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Figure 4.39 The corresponding power spectral density in dBiefwaveform in

Figure 4.38 using LabVIEW.
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Figure 4.40 The waveform of sinusoidal signal at 1 kHz frorffuaction generator in
MATLAB.
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Figure 4.41 The corresponding power spectral density in dBiefwaveform in
Figure 4.40 using MATLAB.
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Figure 4.42 The waveform of sinusoidal signal at 5 kHz frorfiuaction generator in
MATLAB.
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Figure 4.43 The corresponding power spectral density in dBiefwaveform in
Figure 4.42 using MATLAB.
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Figure 4.44 The waveform of sinusoidal signal at 10 kHz frofiuaction generator

in MATLAB.
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Figure 4.45 The corresponding power spectral density in dBiefwaveform in

Figure 4.44 using MATLAB.
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Figure 4.46 The waveform of sinusoidal signal at 50 kHz froffiuaction generator

in MATLAB.
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Figure 4.47 The corresponding power spectral density in dBiefwaveform in

Figure 4.46 using MATLAB.
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Figure 4.48 The waveform of sinusoidal signal at 100 kHz frarfunction generator
in MATLAB.
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Figure 4.49 The corresponding power spectral density in dBiefwaveform in
Figure 4.48 using MATLAB.
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4.7  AE Standard Lead Break Tests

The commercially available AE sensor is calibrateshg the standard pencil
lead break tests on an aluminum plate accordintpeacartificial source, i.e. ASTM
Standard No. E976-84 [15]. The commercial preaneplifvith three selectable
different gains at 20dB, 40dB and 60dB were exgpldibr investigating the
magnitudes and the number of counts based on ehffehreshold voltage as shown
in Table 4.3. As for instance in the case of thendard AE signal tests and
calibrations at 60-dB amplification, Figures 4.5@a.51 show the waveforms of the
detected AE signals in time domain and the cornedimg power spectral density in

dB, respectively. Both graphs are obtained fromMIENV.

Table 4.3 AE count from pencil lead break testth three selectable different gains

at the different distance between AE seasd the pencil lead.

Gain | Distance Threshold (V)

(dB) (cm) | 0.04 0.02 0.08 0.4 0.05 0.10 0{20 0.30 .40 p.5®|RMO| 3.00 4.00 5.0(

20
10 | - | 23| 18| 8
5 -0 - - -] 27 19] 12| 8
40
10 | -| - -1 -] -124| 12| 10/ 9| 7
5 43| 40| 26| 14| 7
60

10 | - - - -1-|-1-1-]|-129| 29 10] 6| 2




76

Amplitude

= 1 [ [ [ [ [ 1 1 1
0 0.0005 0.001 0.0015 0.002 0.0025 0.003 0.0035 0.004  0.0044

Time

Figure 4.50 The waveforms of the detected AE signals in timendinin the case of
the standard AE signal tests and calibnatet 60-dB amplification.
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Figure 4.51 The corresponding power spectral density in dBiéncase of the
standard AE signal tests and calibratiaréadB amplification.
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corresponding to the block diagram in Figures 4&2and (b) as illustrated in Figure
4.53. Figure 4.54 shows the results of the propsegstém that detects the AE signals

in time domain. It is seen in Figure 4.54 thatuise of the proposed preamplifier and

AE Signal Detection using STM 32F4

The experimental results have been performed g¢frothe protoboard

STM32F4 microcontroller can also potentially detbet input AE signals.

Commercially Commercially
AE Available Available
Sensor Preamplifier | DAQ > LabVIEW
Board
(a) Commercially Available AE Signal Detection
Preamplifier A/D Interface Graphic User
AE . . .
Sensor > (Amplifier and — using » Interface in
Filter) STM32F4 MATLAB

(b) Research Focus for the Low-Cost DAQ System for AE Signal Detection

Figure 4.52 General perspective on (a) a typical and (b) tpgsed AE signal

detection systems using low-cost preangsldind STM32F4 Microcontroller.
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Figure 4.53 The experimental apparatus of (a) a typical andhg proposed AE

signal detection systems.
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Figure 4.54 The result of the proposed system that detectdEhsignals
in time domain
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4.9 Overall System Test with the Closed-Loop Water Cooling

System of an Induction Heater

After each test are performed, finally, the oVepabposed system is applied
to a real application at the closed-loop water iogosystem of an induction heater in
the galvanizing steel plant as shown in Figure 4198s induction heater is used for
heating of the zinc and steel surface to be ary alavhich very useful for the auto
part production. The closed-loop water cooling eysis used to keep the operating
temperature in normal condition. The existing pcota system is depended on water
flow rate, water pressure and temperature sensmwhvere installed in the system as
shown in Figures 4.56 and 4.57.

The experimental set upr finding the relationship between AE signals in
both time and frequency domains at particular dioors of water pressures and flow
rates is performed on the closed-loop water coddlygjem as shown in Figure 4.58.
The AE sensor is attached with stainless steel ipipeghich the diameter is 4 inches.
The pressure and flow rate are monitored from tlesgure gauge and flow meter as
shown in Figures 4.56 and 4.57 respectively. Figut9 illustrates the measuring
result before attaching the AE sensor to the peelusing the commercial
preamplifier and digital oscilloscope. First, thawgform of AE signal is measured in
normal pressure and flow rate at 6.0 bars andti#siminute respectively, which is
shown as Figure 4.60. Afterward, pressure is redlbbgea manual valve to be 5.5 bar
and flow rate of 65 litres/minute, which the wavefoof AE signal is changed as
shown in figure 4.61. Subsequently, pressure igaed again to be 5.0 bar and flow
rate of 60 litres/minute which the waveform of Algral is changed as shown in
Figure 4.62The same experiments are performed using the pedp®ystem in which
the experimental results are shown as Figures 4L.&3- Finally, the experimental set
up to transmit AE signal from the AE sensor atitiduction heater wirelessly to the
personal computer in the control room in which tfistance is about 20 m is
performed as shown in Figures 4.67 and 4.68. Tpherarental results show that the
proposed monitoring system can detect the turbdilentin case of the valve position
is changed and transmit AE signal wirelessly toghesonal computer in the control

room.
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Figure 4.55 lllustration of the closed-loop water cooling ®ystof an induction

heater in the galvanizing steel plant.

Figure 4.56 lllustration of the flow meters in the closed-loepter cooling system of

an induction heater.
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Figure 4.57 lllustration of the pressure gauge in the closexplwater cooling system

of an induction heater.

Figure 4.58 The experimental set up for finding the relatiapdfetween AE signals

at particular conditions of water pressued flow rates.
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Figure 4.59 The experimental result in case of not connedrsensor to the
pipeline using the commercial system.
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Figure 4.60 The experimental result in case of pressure i®&r6 and flow rate is 70

litres/minuteusing the commercial system.
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Figure4.61 The experimental result in case of pressure i9atS and flow rate is 65

litres/minuteusing the commercial system.
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Figure 4.62 The experimental result in case of pressure i®ard and flow rate is 60

litres/minuteusing the commercial system.
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Figure 4.63 The experimental result in case of not conned&rsensor to the

pipeline using the proposed system.
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Figure 4.64 The experimental result in case of pressure i®&rd and flow rate is 70

litres/minute using the proposed system.
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Figure 4.65 The experimental result in case of pressure i®ars and flow rate is 65

litres/minuteusing the proposed system.
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Figure 4.66 The experimental result in case of pressure i®ard and flow rate is 60

litres/minuteusing the proposed system.
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Figure 4.67 The experimental set up to transmit AE signal ftbmAE sensor at the

induction heater wirelessly to personal pater(transceiver side).

Figure 4.68 The experimental set up to transmit AE signal ftbmAE sensor at the

induction heater wirelessly to personal pater(receiver side).



Chapter 5
Conclusion and Suggestion

51 Conclusion

In present, the available technology to detect the fault in closed-loop water
cooling systems is still complicated, requiring long time for detection as well as high
investment cost such as water flow and water pressure transmitters. This research has
aimed to apply the AE sensor for a real-time monitoring system of closed-loop water
cooling system by detecting the AE signal generated by turbulent flows of cooling
water. The proposed system comprises five major components, i.e. a preamplifier, a
STM32F4 Microcontroller, a wireless data transceiver, a wireless data receiver and a
graphic user interface (GUI). The preamplifier is implemented using BiMOS
operational amplifier model CA3140 which provides relatively high input impedance
and high-speed performance. It is obviously seen through the results that the quality
signa analysis were strongly satisfy including high frequency response at high
voltage gain, obtain the peak of signa a 100 kHz. The generated signal was
successfully digitized by STM32F4 Microcontroller and transmits to a MATLAB via
wireless data transmission. In addition, the proposed system offers a potential
aternative cost-effective data acquisition to commercially available data acquisition
systems in the same range of frequency response such as Nationa Instrument (NI),
Physical Acoustics Corporation (PAC) etc. in which the cost could be reduced to
approximately 80% comparing to the specified DAQs. The overal system is
applicable for areal-time monitoring system of closed-loop water cooling system. The
tests have been performed with the closed-loop water cooling system of the induction
heater in the galvanizing steel plant in which the experimental results show that the
proposed monitoring system can detect the turbulent flow, which is occurred in case
of the valve position is changed.
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5.2  Suggestion

As the proposed system in this thesis is still in an design phase for the
application of the AE sensor for a real-time monitoring system of closed-loop water
cooling system, in order to increase the reliability and benefit, the system are needed
to improve as follows,

5.2.1 The AE signa transceiver should be improved as a stand-alone device
including an integrated power supply and permanent connectors in order to increase
flexibility to use in the real world application.

5.2.2 The GUI should be improved by addition of the fault classification
function with alarm messages using the ANN data analysis such as fault clustering.

5.2.3 The proposed system should be developed using the multi AE sensors
network in order to increase accuracy and capability for utilization in industries.

5.2.4 The proposed system should be developed by addition of digital output
function to send alarm signal or machine stop command to the related machine in

order to prevent major troubles.
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Appendix A - MATLAB XBee and GUI interface code
Page 1 of 2
function output = STM32F4DiscoveryVCP (port)
dataLength = 25000;
inputBufferSize = 10 * dataLength;
vcp = serial(port);
set(vcp, 'BaudRate’, 1050000);

set(vep, 'FlowControl', 'none’);

set(vcp, 'Parity’, 'none");
set(vcp, 'DataBits’, 8);
set(vcp, 'StopBit', 1);

set(vep, 'InputBufferSize’, inputBufferSize);
set(vcp, 'ReadAsyncMode’, 'continuous');

set(vcp, ‘Timeout', 100);

fopen(vcp);

fwrite(vep, '@");

rawData = fread(vcp, dataLength);
rawData = (3.0 / 256) .* rawData;
fclose(vep);

delete(vcp);

output = rawData;

end
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clear all
clc
port = 'COM3';
hLine = plot(nan);
loop = 15;
len = 25000;
axis([0 (loop * 25000) 0 3])
while 1
fori=1:loop
data(((i - 1) * len) + 1: (i * len)) = STN2F4DiscoveryVCP(port);
end
found = find(data >= 1.6, 1);
if ~isempty(found)
set(hLine, "YData', data(found:end));
drawnow
break
end

end
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Appendix B — STM32F4 — A/D and Data Transmission ate
Page 1 of 22
stm32f4xx_conf.h
#ifndef _ STM32F4xx_CONF_H
#define _ STM32F4xx_CONF_H
#include "stm32f4xx_adc.h"
#include "stm32f4xx_can.h"
#include "stm32f4xx_crc.h"
#include "stm32f4xx_cryp.h"
#include "stm32f4xx_dac.h"
#include "stm32f4xx_dbgmcu.h"
#include "stm32f4xx_dcmi.h"
#include "stm32f4xx_dma.h"
#include "stm32f4xx_exti.h"
#include "stm32f4xx_flash.h"
#include "stm32f4xx_fsmc.h"
#include "stm32f4xx_hash.h"
#include "stm32f4xx_gpio.h"
#include "stm32f4xx_i2c.h"
#include "stm32f4xx_iwdg.h"
#include "stm32f4xx_pwr.h"
#include "stm32f4xx_rcc.h"
#include "stm32f4xx_rng.h"
#include "stm32f4xx_rtc.h"

#include "stm32f4xx_sdio.h"



#include "stm32f4xx_spi.h"
#include "stm32f4xx_syscfg.h"
#include "stm32f4xx_tim.h"
#include "stm32f4xx_usart.h"
#include "stm32f4xx_wwdg.h"
#include "misc.h"

#ifdef USE_FULL_ASSERT
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#define assert_param(expr) ((expr) ? (void)0 :raskeled((uint8_t *) _FILE__,

__LINE_))

void assert_failed(uint8_t* file, uint32_t line);
#else
#define assert_param(expr) ((void)0)
#endif

#endif

system_stm32f4xx.c

#include "stm32f4xx.h"

#define VECT_TAB_OFFSET 0x00
#define PLL M 8

#define PLL_N 336

#define PLL_ P 2

#define PLL Q 7

uint32_t SystemCoreClock = 168000000;

__luint8_t AHBPrescTable[16] = {0, 0, 0,0, 0,0 0, 1, 2, 3, 4, 6, 7, 8, 9};



static void SetSysClock(void);

#ifdef DATA_IN_ExtSRAM
static void SystemInit_ExtMemCitl(void);

#endif /* DATA_IN_ExtSRAM */

void Systemlnit(void)

{
#if (__FPU_PRESENT == 1) && (__FPU_USED ==1)

SCB->CPACR |= ((3UL << 10*2)|(3UL << 11*2));

#endif
RCC->CR |= (uint32_t)0x00000001;
RCC->CFGR = 0x00000000;
RCC->CR &= (uint32_t)OXFEF6FFFF;
RCC->PLLCFGR = 0x24003010;
RCC->CR &= (uint32_t)0XFFFBFFFF;
RCC->CIR = 0x00000000;

#ifdef DATA_IN_ExtSRAM
SystemInit_ ExtMemCitl();

#endif
SetSysClock();

#ifdef VECT_TAB_SRAM

#else

#endif

}
void SystemCoreClockUpdate(void)

97

Page 3 of 22



uint32_t tmp = 0, pllvco = 0, pllp = 2, pllsoursed, plim = 2;
tmp = RCC->CFGR & RCC_CFGR_SWS;
switch (tmp)
{
case 0x00:
SystemCoreClock = HSI_VALUE;
break;
case 0x04:
SystemCoreClock = HSE_VALUE;
break;
case 0x08:
pllsource = (RCC->PLLCFGR & RCC_PLLCFGR_PLLGR>> 22;

plim = RCC->PLLCFGR & RCC_PLLCFGR_PLLM;

if (pllsource !=0)

{
pllvco = (HSE_VALUE / plim) * ((RCC->PLLCFR &

RCC_PLLCFGR_PLLN) >> 6);

else

pllvco = (HSI_VALUE / plim) * ((RCC->PLLCF& &

RCC_PLLCFGR_PLLN) >> 6);
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}
pllp = (RCC->PLLCFGR & RCC_PLLCFGR_PLLP) 28) + 1) *2;
SystemCoreClock = plivco/plip;
break;
default:
SystemCoreClock = HSI_VALUE;
break;
}
tmp = AHBPrescTable[((RCC->CFGR & RCC_CFGR_HPREW)];
SystemCoreClock >>= tmp;

}
static void SetSysClock(void)

{
__ 1O uint32_t StartUpCounter = 0, HSEStatus = 0;
RCC->CR |= ((uint32_t)RCC_CR_HSEON);
do
{
HSEStatus = RCC->CR & RCC_CR_HSERDY;
StartUpCounter++;

} while((HSEStatus == 0) && (StartUpCounter '= HSSTARTUP_TIMEOUT));

if (RCC->CR & RCC_CR_HSERDY) != RESET)

{
HSEStatus = (uint32_t)0Ox01;
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else

HSEStatus = (uint32_t)0x00;

}

if (HSEStatus == (uint32_t)0x01)

{
RCC->APB1ENR |= RCC_APB1ENR_PWREN;
PWR->CR |= PWR_CR_PMODE;
RCC->CFGR |= RCC_CFGR_HPRE_DIV1;
RCC->CFGR |= RCC_CFGR_PPRE2_DIV2;
RCC->CFGR |= RCC_CFGR_PPRE1_DIV4;
RCC->PLLCFGR = PLL_M | (PLL_N << 6) | ((PLLP 1) -1) << 16) |

(RCC_PLLCFGR_PLLSRC_HSE) | (PL<< 24);

RCC->CR |= RCC_CR_PLLON;
while((RCC->CR & RCC_CR_PLLRDY) == 0)
{

}
FLASH->ACR = FLASH_ACR_ICEN |[FLASH_ACR_DCEN

IFLASH_ACR_LATENCY_5WS;

RCC->CFGR &= (uint32_t)((uint32_t)~(RCC_CFGR_JW
RCC->CFGR |= RCC_CFGR_SW_PLL;

while ((RCC->CFGR & (uint32_t)RCC_CFGR_SWS ) 1=

RCC_CFGR_SWS_PLL);
{



}

#ifdef DATA_IN_ExtSRAM

void Systemlnit_ExtMemCitl(void)

{

RCC->AHB1ENR = 0x00000078;
GPIOD->AFR[0] = 0x00cc00cc;
GPIOD->AFR[1] = OxccOccccc;
GPIOD->MODER = OxaaaaOa0a;
GPIOD->OSPEEDR = OxffffOfOf;
GPIOD->OTYPER = 0x00000000;
GPIOD->PUPDR = 0x00000000;
GPIOE->AFR[0] = 0xc00ccOcc;
GPIOE->AFR[1] = Oxcccccccc;
GPIOE->MODER = Oxaaaa828a;
GPIOE->OSPEEDR = Oxffffc3cf;
GPIOE->OTYPER = 0x00000000;
GPIOE->PUPDR = 0x00000000;
GPIOF->AFR[0] = 0x00cccccc;

GPIOF->AFR[1] = Oxcccc0000;
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GPIOF->MODER = 0xaa000aaa,;
GPIOF->OSPEEDR = OxffO0Offf;
GPIOF->OTYPER = 0x00000000;
GPIOF->PUPDR = 0x00000000;
GPIOG->AFR[0] = 0x00cccccc;
GPIOG->AFR[1] =0x000000c0;
GPIOG->MODER = 0x00080aaa,
GPIOG->OSPEEDR = 0x000cOfff;
GPIOG->OTYPER = 0x00000000;
GPIOG->PUPDR = 0x00000000;
RCC->AHB3ENR = 0x00000001;
FSMC_Bank1->BTCR[2] = 0x00001015;
FSMC_Bank1->BTCRJ[3] = 0x00010603;//0x00010400;
FSMC_Bankl1E->BWTR][2] = OxOfffffff;

}
#endif

stm32f4xx_it.h

#ifndef _ STM32F4xx_IT_H
#define _ STM32F4xx_IT_H
#ifdef __ cplusplus

extern "C" {
#endif

#include "stm32f4xx.h"



void NMI_Handler(void);

void HardFault_Handler(void);
void MemManage_Handler(void);
void BusFault_Handler(void);
void UsageFault_Handler(void);
void SVC_Handler(void);

void DebugMon_Handler(void);
void PendSV_Handler(void);
void SysTick_Handler(void);

void DMA2_Stream0_IRQHandler(void);
#ifdef __ cplusplus

}

#endif

#endif

stm32f4xx_it.c

#include "stm32f4xx_it.h"
#include "usb_core.h"

#include "usbd_core.h"
#include "stm32f4_discovery.h"
#include "usbd_cdc_core.h"
#include "usb_cdc_cmd.h"

extern USB_OTG_CORE_HANDLE

USB_OTG_deyv;
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extern uint32_t USBD_OTG_ISR_Handler (USB_OTG_CORENDLE *pdev);



void NMI_Handler(void) {

}

void HardFault_Handler(void) {
while (1);

}

void MemManage_Handler(void) {
while (1);

}

void BusFault_Handler(void) {
while (1);

}

void UsageFault_Handler(void) {
while (1);

}

void SVC_Handler(void) {

}
void DebugMon_Handler(void) {

}
void PendSV_Handler(void) {

}
void SysTick_Handler(void) {

}
#ifdef USE_USB_OTG_FS

void OTG_FS_WKUP_IRQHandler(void) {
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if (USB_OTG_dev.cfg.low_power) {
*(uint32_t *)(OXEOOOED10) &= OXFFFFFFF9 ;
Systeminit();
USB_OTG_UngateClock(&USB_OTG_dev);

}
EXTI_ClearITPendingBit(EXTI_Linel8);

}

#endif

#ifdef USE_USB_OTG_HS

void OTG_HS WKUP_IRQHandler(void) {

if (USB_OTG_dev.cfg.low_power) {

*(Uint32_t *)(OXEOOOED10) &= OXFFFFFFFO ;
Systemlnit();
USB_OTG_UngateClock(&USB_OTG_dev);

}
EXTI_ClearITPendingBit(EXTI_Line20);

}

#endif

#ifdef USE_USB_OTG_HS

void OTG_HS_IRQHandler(void) {
#else

void OTG_FS_IRQHandler(void) {
#endif

USBD_OTG_ISR_Handler (&USB_OTG_dev);
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}

#ifdef USB_OTG_HS_DEDICATED _EP1_ENABLED

void OTG_HS EP1_IN_IRQHandler(void) {
USBD_OTG_EP1IN_ISR_Handler (&USB_OTG_dev);

}

void OTG_HS EP1 OUT_IRQHandler(void) {
USBD_OTG_EP10OUT_ISR_Handler (&USB_OTG_dev);

}

#endif

void DMA2_Stream0_IRQHandler (void) {
cmd_exec_stop();

DMA_ClearITPendingBit(DMA2_Stream0, DMA_IT_TCIFQ)

usb_cdc_cmd.h

#ifndef __USB_CDC_CMD_H
#define __ USB_CDC_CMD_H
#ifdef __ cplusplus

extern "C" {

#endif

#include "stm32f4xx.h"

void cmd_exec_function (void);
void cmd_exec_start (void);

void cmd_exec_stop (void);



#ifdef __ cplusplus
}
#endif

#endif

usb_cdc_cmd.c

#include "usb_cdc_cmd.h"
#include <stdio.h>

#include <string.h>
#include <math.h>

#include "stm32f4xx.h"
#include "stm32f4_discovery.h"
#include "usbd_cdc_core.h"
#include "usb_bsp.h"
#include "usbd_cdc.h"
#include "usbd_usr.h"
#include "usbd_desc.h"

#define ADC_CDR_ADDRESS  ((uint32_t)0x40012308)
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__ALIGN_BEGIN USB_OTG_CORE_HANDLE USB_OTG_dev _ A&N_END;

extern uint8_t APP_Rx_Buffer [];
extern uint32_t APP_Rx_ptr_in;
extern uint32_t APP_Rx_ptr_out;
uint8_tis_adc_on;

void cmd_exec_function (void) {
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unsigned int Timeout;
ADC_InitTypeDef ADC_ InitStructure;
ADC_CommoninitTypeDef ADC_CommonlnitStructure;
DMA _InitTypeDef DMA _InitStructure;
GPIO_InitTypeDef GPIO_InitStructure;
NVIC_InitTypeDef NVIC_ InitStructure;
USBD_Init(&USB_OTG_dev, USB_OTG_FS_CORE_ID, &USRsc,
&USBD_CDC_cb, &USR_cb);
RCC_AHB1PeriphClockCmd(RCC_AHB1Periph_DMAZ2 |
RCC_AHB1Periph_GPIOC, ENABLE);
RCC_APB2PeriphClockCmd(RCC_APB2Periph_ADC1 |
RCC_APB2Periph_ADC?2 |
RCC_APB2Periph_ADC3, ENABLE);
GPIO_InitStructure.GPIO_Pin = GPIO_Pin_2;
GPIO_InitStructure.GPIO_Mode = GPIO_Mode_AN;
GPIO_InitStructure.GPIO_PuPd = GPIO_PuPd_NOPULL;
GPIO_Init(GPIOC, &GPIO_InitStructure);
DMA_Delnit(DMA2_StreamO0);
DMA_ InitStructure.DMA_Channel = DMA_@hnel_0;
DMA_InitStructure.DMA_PeripheralBaseAddr =
(uint32_t)ADC_CDR_ADDRESS;
DMA_InitStructure.DMA_MemoryOBaseAddr = (uirz3t)&APP_Rx_Buffer;
DMA _InitStructure. DMA_DIR = DMA_[R_PeripheralToMemory;
DMA _InitStructure. DMA_BufferSize = APP_RBATA_SIZE;

DMA_InitStructure.DMA_Peripheralinc = DMA_Rpgheralinc_Disable;
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DMA _InitStructure. DMA_Memorylnc = DMA_Mmaoryinc_Enable;
DMA_InitStructure.DMA_PeripheralDataSize = DMA_WeryDataSize Byte;

DMA_InitStructure.DMA_MemoryDataSize = DMA_MwryDataSize Byte;

DMA _InitStructure. DMA_Mode = DMA_Mie_Circular;
DMA _InitStructure.DMA_Priority = DMA_Ruority_VeryHigh;
DMA_InitStructure.DMA_FIFOMode = DMA_FDMode_Enable;

DMA_InitStructure.DMA_FIFOThreshold = DMA_FOThreshold_Full;
DMA_InitStructure.DMA_MemoryBurst = DMA_MmweoryBurst_Single;
DMA _InitStructure. DMA_PeripheralBurst = DMA_RgheralBurst_Single;
DMA _Init(DMA2_Stream0O, &DMA _InitStructure);
DMA_ITConfig(DMA2_Stream0, DMA_IT_TC, ENABLE);
DMA_Cmd(DMAZ2_StreamO, ENABLE);
Timeout = 100000;
while ((DMA_GetCmdStatus(DMA2_Stream0) = ENABLER (Timeout-- > 0));
if (Timeout == 0) {

while(1);
}
NVIC _InitStructure.NVIC_IRQChannel = DMA2_StreaniBQn;
NVIC _InitStructure.NVIC_IRQChannelPreemptionPitpr~= O;
NVIC_InitStructure.NVIC_IRQChannelSubPriority = 0
NVIC_InitStructure.NVIC_IRQChannelCmd = ENABLE;
NVIC_Init(&NVIC_InitStructure);
ADC_CommonlinitStructure. ADC_Mode = ADC_TripleModeegSimult;
ADC_CommonlinitStructure. ADC_TwoSamplingDelay =

ADC_TwoSamplingDelay_5Cycles;



}
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ADC_CommonlinitStructure. ADC_DMAAccessMode =
ADC _DMAAccessMode 1,
ADC_CommonlnitStructure.ADC_Prescaler = ADC_Padsc Div2;
ADC_Commonlinit(&ADC_CommonlnitStructure);
ADC _InitStructure.ADC_Resolution = ADC_Resoluti@b;
ADC _InitStructure.ADC_ScanConvMode = DISABLE;
ADC _InitStructure.ADC_ContinuousConvMode = ENABLE
ADC _InitStructure. ADC_ExternalTrigConvEdge =
ADC_ExternalTrigConvEdge_None;
ADC _InitStructure.ADC_DataAlign = ADC_DataAlign idht;
ADC _InitStructure.ADC_NbrOfConversion = 1;
ADC_Init(ADC1, &ADC _InitStructure);
ADC_RegularChannelConfig(ADC1, ADC_Channel_12, 1,
ADC_SampleTime_3Cycles);
ADC_Init(ADC2, &ADC _InitStructure);
ADC_RegularChannelConfig(ADC2, ADC_Channel_12, 1,
ADC_SampleTime_3Cycles);
ADC_Init(ADC3, &ADC _InitStructure);
ADC_RegularChannelConfig(ADC3, ADC_Channel_12, 1,
ADC_SampleTime_3Cycles);
ADC_MultiModeDMARequestAfterLastTransferCmd(ENAB;
is_adc_on =0;

for(;;);

void cmd_exec_start (void) {



111

Page 17 of 22

if (is_adc_on ==0) {
ADC_Cmd(ADC1, ENABLE);
ADC_Cmd(ADC2, ENABLE);
ADC_Cmd(ADC3, ENABLE);
ADC_SoftwareStartConv(ADC1);
APP_Rx_ptr_out = 0;
APP_Rx_ptr_in =0;
is_adc_on =1;

}

}

void cmd_exec_stop (void) {
if (is_adc_on == 1) {
ADC_Cmd(ADC1, DISABLE);
ADC_Cmd(ADC2, DISABLE);
ADC_Cmd(ADC3, DISABLE);
APP_Rx_ptr_out = 100;
APP_Rx_ptr_in =0;

is_adc_on =0;

usbd_cdc.h
#ifndef __USBD_CDC_H

#define__USBD_CDC_H
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#include "stm32f4xx.h"
#include "usbd_cdc_core.h"
#include "usbd_conf.h"
#include "stm32f4_discovery.h"
#include <stdio.h>
typedef struct {

uint32_t bitrate;

uint8_t format;

uint8_t paritytype;

uint8_t datatype;
} LINE_CODING;
void send_data (uint8_t* buf, uint32_t len);

#endif

usbd_cdc.c
#ifdef USB_OTG_HS_INTERNAL_DMA_ENABLED
#pragma data_alignment = 4
#endif
#include "usbd_cdc.h"
#include "usb_cdc_cmd.h"
uint8_t cdc_ByteRx = 0x00;
LINE_CODING linecoding = {
10500000, /* baud rate 10500000 */

0x00, /* stop bits-1*/
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0x00, /* parity - none*/
0x08  /* nb. of bits 8*/
J§
extern uint8_t APP_Rx_Buffer [];
extern uint32_t APP_Rx_ptr_in;
extern uint32_t APP_Rx_ptr_out;
static uintl6_t cdc_Init (void);
static uintl6_t cdc_Delnit (void);
static uintl6_t cdc_Ctrl (uint32_t Cmd, uint8 Btif, uint32_t Len);
static uintl6_t cdc_DataTx (uint8_t* Buf, uint32.dn);
static uintl6_t cdc_DataRx (uint8_t* Buf, uint32_en);
CDC_IF_Prop_TypeDef cdc_fops ={
cdc_Init,
cdc_Delnit,
cdc_Citrl,
cdc_DataTx,
cdc_DataRx
I3
static uint16_t cdc_Init(void) {
STM32F4_Discovery_LEDInit(LED6);
STM32F4_Discovery LEDON(LEDG6);
APP_Rx_ptr_in =0;
APP_Rx_ptr_out = 0;

return USBD_OK;
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static uintl6_t cdc_Delnit(void) {

return USBD_OK;

static uintl6_t cdc_Ctrl (uint32_t Cmd, uint8 B&f, uint32_t Len) {
switch (Cmd) {
case SEND_ENCAPSULATED_COMMAND:
break;
case GET_ENCAPSULATED_RESPONSE:
break;
case SET_COMM_FEATURE:
break;
case GET_COMM_FEATURE:
break;
case CLEAR_COMM_FEATURE:
break;
case SET_LINE_CODING:
linecoding.bitrate = (uint32_t)(Buf[0] | (BL] << 8) | (Buf[2] << 16) | (Buf[3]
<< 24));
linecoding.format = Buf[4];
linecoding.paritytype = Buf{5];
linecoding.datatype = Buf[6];
break;
case GET_LINE_CODING:
Buf[0] = (uint8_t)(linecoding.bitrate);

Buf[1] = (uint8_t)(linecoding.bitrate >> 8);
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Buf[2] = (uint8_t)(linecoding.bitrate >> 16);
Buf[3] = (uint8_t)(linecoding.bitrate >> 24);
Buf[4] = linecoding.format;
Buf[5] = linecoding.paritytype;
Buf[6] = linecoding.datatype;
break;

case SET_CONTROL_LINE_STATE:
break;

case SEND_BREAK:
break;

default:
break;

}
return USBD_OK;

}
static uintl6_t cdc_DataTx (uint8_t* Buf, uint32d.dn) {
uint32_ti;
for(i=0;i<Len;i++) {
APP_Rx_Buffer[APP_Rx_ptr_in++] = Buf[i];
if (APP_Rx_ptr_in == APP_RX_DATA_SIZE) {
APP_Rx_ptr_in = 0;
}

}
return USBD_OK;



116

Page 22 of 22
static uintl6_t cdc_DataRx (uint8_t* Buf, uint32.dn) {
uint32_ti;
for (1= 0;i<Len; i++) {
cdc_ByteRx = *(Buf + i);
if (cdc_ByteRx =="'@") {
cmd_exec_start();
cdc_ByteRx ="0'
}
}
return USBD_OK;
}
void send_data (uint8_t* buf, uint32_t len) {

cdc_DataTx (buf, len);

}

main.c
#include "stm32f4xx.h"
#include "stm32f4_discovery.h"
#include "usb_cdc_cmd.h"
int main (void) {

Systeminit();

cmd_exec_function();

}
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Appendix C - LabVIEW DAQ and GUI for Verification
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Appendix D — AE Sensor Specification

Description and Features

The Alpha series family of sensors features SMA connectors
versus the Microdot connectors found on PAC’s RXX series of
passive sensors. The Alpha series includes R3u, Réa, R15a,
R30c R50c, R80a and WSu sensors. The major improvements
in Alpha series over the RXX series include:

« Use of the more popular SMA type of connector.

Cavity is machined from a solid stainless steel rod
making for a simpler and more robust design.

Dramatically increased thickness of the ceramic shoe for
better mechanical stability.
Distance from the bottom of the ceramic shoe to the

bottom edge of sensor cavity increased for better insu-
lation resistance and ground avoidance.

Introduced a 30-degree angle at the bottom edge of the
sensor cavity.

All these improvements make the Alpha series sensors more
robust, reliable and greatly reduce the possible grounding of
the cavity to the structure caused by wet environment.

Application

High frequency AE sensors such as the R80a are often used
in a high noise environments on applications such as brittle
crack detection and processing of AE signals with high fre-
quency components.
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Frequency response of the R80u. Calibration based on ASTM
E1106; Calibration based on ASTM E976.

Page 1 of 1

R800. Sensor

General Purpose, 800 kHz Resonant
Frequency Acoustic Emission Sensor

Operating Specifications

Peak Sensitivity V/(m/s); [V/pbar] ..... 58 [-62] dB

Operating Frequency Range ........... 200 - 1000 kHz
Resonant Freq. V/(m/s); [V/pbar]....200 [800] kHz
Birectionalibye o e e +1.5dB

Environmental

Temperature Range .......c.oviveivnisannes -65 to 175°C
st ey e A e 500 ¢
Completely enclosed crystal for RFI/EMI immunity

Physical
Dimensions...... 0.75” dia. x 0.84” h (19 x 21.4 mm)
Weight. i e s e s 32 grams
Case Material Stainless Steel
Face Material o e e s e Ceramic
e E 2188 o core conooonomnan s nos e eRA0DRnE ConaCaaaD SMA
Connector Locations ... i Side
B o e e e s e e Epoxy

Ordering Information and Accessories

IS i TPy R80a or R80a
Magnetic Hold-Down .........ccccovvieeennnnnneneas.. MHR15A
Pre PR e s s e Searsiei e s s s e e le e e 6 0/2/4,2/4/6
Preamp to System Cable (specify length in meters)..... 1234 - X

Sensors include
NIST Calibration Certificate & Warranty
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Appendix E — DAQ Board Specification

PCI-1714U
PCI-1714UL
PCIE-1744

Page 1 of 1

30 MS/s, 12-bit, Simultaneous
4-ch Analog Input Universal PCI Gard

10 MS/s, 12-bit, Simultaneous
4-ch Analog Input Universal PCI Card

30 MS/s, 12-bit, Simultaneous
4-ch Analog Input PCI Express Card

- F'S
PCIH714U/UL fr

PCIE-1744

B8 FCC C¢€

&

ntroduction

Features

= 4 single-ended analog input channels

= 12-bit A/D converter, with up to 30 MHz sampling rate
= Programmable gain

= Onboard FIFO memory (PCI-1714U/PCIE-1744: 32,768 samples;
PCI-1714UL: 8,192 samples, each channel)

= 4 A/D converters simultaneously sampling
Multiple A/D triggering modes
Programmable pacer/counter

BoardID™ switch

Universal PCI Bus (PCI-1714U/PCIH1T14UL)
(supports 3.3 V or 5 V PCI bus signals)

PCI Express V1.0 (PCIE-1744)

PCI-1714U/PCI-1714UL and PCIE-1744 are advanced high-performance data acquisition cards based on the PCI/PCle bus. With a large FIFO of 32,768 for each channel, the maximum
sampling rate of PCI-1714U/PCIE-1744 can get up to 30 MS/s, on each channel, with an emphasis on continuous, non-stop, high-speed, sireaming data of samples to host memory.
The low-cost PCI-1714UL offers 10 MS/s on each channel at a stable rate, and has also been equipped with a universal PCI inferface.

Specifications

Analog Input

Channels
Resolution
Max. Sampling Rate

4 single-ended

12 bits

PCI-1714U/PCIE-1744: 30 MS/s

PCI-1714UL: 10 MS/s

PCI-1714U/PCIE-1744: 32 768 samples each channel
PCI-1714UL: 8,192 samples each channel
PCI-1714U/PCI-1714UL: 30 Vp-p

PCIE-1744: 14 Vp-p

50 ©2/1 MQ/Hi Z jumper selectable/100 pF
Software polling, pacer

Post-trigger, pre-trigger, delay-trigger, about-trigger

FIFD Size
Overvoltage Protection

Input Impedance
Sampling Modes
Trigger Modes

= Input Range (V) +5,£25 1,05
General
= Bus Type PCI-1714U/PCI-1714UL: Universal PCI V2.2

PCIE-1744: PCI Express V1.0

4 x BNC connector (for Al)

1x P5/2 connector (for Ext. clock and trigger)

175 x 100 mm (6.9" x 3.9%)

Typical: 5 V@ 850 mA ; 12 V@ 600 mA
Max:5V@1A; 12V @ 700m A

0~60°C (32~ 140°F)

-20-85°C(4-185°F)

5~ 95% RH, non-condensing (refer to IEC 68-2-3)

1/0 Connectors

Dimensions (L x H)
Power Consumption

Operating Temperature
Storage Temperature
Storage Humidity

Ordering Information

= PCI-1714U 30 MS/s, 12-bit, Simultaneous 4-ch Al PCI Card
= PCI-1714UL 10 MS/s, 12-bit, Simultaneous 4-ch Al PCI Card
= PCIE-1744 30 MS/s, 12-bit, Simultaneous 4-ch Al PCle Card
Accessories

= ADAM-3909 DBY DIN-rail Wiring Board

= PCL-1010B-1 BNC to BNC Wiring Cable, 1m

= PCL-10901-1 DBY to PS/2 Cable, 1m

= PCL-10901-3 DBY to PS/2 Cable, 3m

Pin Assignments

EXT TRIGO

EXTTRIGO
EXT CLK1 L
EXT CLKO+
GND
EXT CLKO=

NG
GND

EXT CLKO- EXT CLK1

EXT CLKD+

Onboard PS/2 Connector PS/2 To DBS Cable Connector
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Key Features

120

Page 1 of 4

High Performance, Low Cost

Low Power

XBee
« Indoor/Urban: up to 133" (40 m)
« Outdoor line-of-sight: up to 400" (120 m)
« Transmit Power: 2 mW (3 dBm)
» Receiver Sensitivity: -96 dBm
XBee-PRO (52)

« Indoor/Urban: up to 300" (90 m), 200" (60
m) for International variant

= Qutdoor line-of-sight: up to 2 miles (3200
m), 000" (1500 m) for International variant

« Transmit Power: 50mW (17dBm), 10mW
(10dBm) for International variant

+ Receiver Sensitivity: -102 dBm
XBee-PRO (52B)

« Indoor/Urban: up to 300" (90 m), 200" (60
m) for International variant

= Outdoor line-of-sight: up to 2 miles (3200
m), 5000" (1500 m) for International variant

« Transmit Power: 63mW (18dBm), 10mwW
(10dBm) for International variant

+ Receiver Sensitivity: -102 dBm
Advanced Networking & Security

XBee
» TX Peak Current: 40 ma (@3.3 V)
» RX Current: 40 mA (@3.3 V)
= Power-down Current: < 1 pA
XBee-PRO (52)

» TX Peak Current: 295mA (170maA for
international variant)

* RX Current: 45 mA (@3.3 V)

= Power-down Current: 3.5 pA typical
@ 25 degrees C

XBee-PRO (S2B)

« TX Peak Current: 205mA (117maA for
international varant)

« RX Current: 47 mA (@3.3 V)

= Power-down Current: 3.5 pA typical
@ 25 degrees C

Easy-to-Use

Retries and Acknowledgements
DSSS (Direct Sequence Spread Spectrum)

Each direct sequence channel has over
65,000 unigue network addresses available

Point-to-point, point-to-multipoint
and peer-to-peer topologies supported

Self-routing, self-healing and fault-tolerant
mesh networking

Worldwide Acceptance

No configuration necessary for out-of box
RF communications

AT and API Command Modes for
configuring module parameters

Small form factor
Extensive command set

Free ¥-CTU Software
(Testing and configuration software)

Free & Unlimited Technical Support

FCC Approval (UsA) Refer to Appendix A for FCC Requirements. Systems that contain XBee®/

XBee-PRO® ZB RF Modules inherit Digi Certifications.

ISM (Industrial, Scientific & Medical) 2.4 GHz frequency band

Manufactured under ISO 9001:2000 registered standards

XBee®/XBee-PRO® ZB RF Modules are optimized for use in US, Canada, Europe, Australia, and

Japan (contact Digi for complete list of agency approvals).

S
C€
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Specifications

Specifications of the XBee®B/XBee-PROE ZB RF Module

Specification XBee XBee PRO (52) | XBee-PRO (S2B)
Performance
Up to 300 f. (90 m), up to 200 & (60 m) | Up to 300 £ (90 m), up to 200 f (60 m)

Inaorrban Range upto 133ft (40 m) international variant international vaniant

QOutdoor RF line-of-sight w0 A00 R (120 Up to 2 mies (3200 m), up to 5000 R | Up to 2 miles (3200 m), up to 5000 f (1500

Range w (120m) (1500 m) international vanant m) intemational variant

Transmit Power Output 121;? ":.rh%r:é wxweu:mlw ?gmw HE :gm:'f sl | oW 18 B}

ransmit Power Outp d.].sa.l:ljad {+1dBm), boost mode ﬁ;_nml[’f m} for Intermationa 10mW (+10 dBm) for International variant
RF Data Rats 250,000 bps 250,000 bps 250,000 bps
Data Throughput up to 35000 bps (see chapter 4) up to 35000 bps (see chapter 4) up to 35000 bps (se= chapter 4)
: 1200 bps - 1 Mbps 1200 bps - 1 Mbps
Senal Interface Data Rate . 1200 bps - 1 Mbps
[software selectable) Es::ﬂ;:taeﬁw Bard ik i mmm Bl ik piei [non-ctandard baud rates also supported)
i -96 dBm, boost mode enabled

Receiver Sensitivity 95 dBm, boost mode disabled -102 dBm -102 dBm

Power Requirsments

Supply Voltage 21-36V 30-34v 27-38V

: A0maA (@ 33 V. boost mode 205mA, up to 220 mA with programmakie

?TWE“‘S Curtent enﬂ:leg 295mA (@33 V) variant {@3.3 V)

W’z:f]m MaK oL | 35mA (@ 3.3V, boost mode 170ma {@3.3 V) intermational variant | 117mA, up to 132 mA with programmable
disabled) variant {@3.3 V), Intemational variant
40mA (@ 3.3 V, boost mode

Operating Current enabled) 47 mA, up to B2 mA with programmable

{Receive]) 38mA (@ 3.3 V. boost mode HimA (@33V) variant (@3.3 V)
disabled)

ldle Current (Receiver off) | 15mA 15ma 15mA

Power-down Current <luA@25% 35 A typical @ 25°C 3.5 uA typical @ 25°C

General

Dperafing Freauency | 1524 ok 1SM 2.4 GHz ISM 24 GHz

Dimensions 0.960" x 1.087" (2.438cm « 2.767cm) | 0.960 « 1.297 (2438cm x 3.2%cm) 0960 x 1.297 (2. 438cm x 3.2%cm)

Operating Temperature | 40 to 85° C {industrial) Al to 85 C (ndustrial) 40 to B5" C {industrial)

Integrated Whip Antenna, Embedded | Integrated Whip Antenna, Embedded .

Artenna Options PCB Antenna, RPSMA_or UFL | PCB Antenna, RPSMA or U FL kst Wi P, Exbitiind £CH
Connector Connector ’ :

Networking & Secunty

Supported Network Paint-to-point, Point-to-multipoint, Point-to-point, Point-to-multipoint, Peer-| Point-to-point, Point-to-multipoint, Peer-to-

Topologies Peerdo-peer, and Mesh io-peer, and Mesh peer, and Mech

Mumber of Channel: 16 Direct Sequence Channels 14 Direct Sequence Channels 15 Direct Sequence Channels

Channels M2 Mio2d Mta25

! : PAN 1D and Addresses, Cluster IDs | PAN ID and Addreszes, Cluster IDz and | PAN ID and Addresses, Cluster [Ds and

Aiklommmes Optiorss and Endpoints (optional) Endpints {optional) Endpaints (opfional)

Agency Approvals

55y, ee FECPe | ec b ourxeeE2 FCC ID: MCQ-XBEEPRO? FCC ID: MCQ-PROS28

Induztry Canada (IC} IC: 42144-XBEE2 IC: 1846A-XBEEPROZ IC: 1846A-PROSIR

Europe (CE) ETSI ETS5 (Intermnational vanant) ETS1{10 mW max)
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Specifications of the XBee®/XBee-FRO® 7B RF Module
Specification XBee ¥XBee PRO ($2) | XBee PRO (S2B)
Australia C-Tick C-Tick C-Tick
RIDTWWITHE215 ﬁ_ﬂ;ﬁ:?‘n'ﬂ'ﬁm 5142 (international
Japan xt:ibcnglﬂsesﬂmrﬁtdaﬁ s‘l Fla_n The | Wire, chip, RPSMA, and U FL versians R201TWW10215062 (international variant)
DU arerina s n:tp : are certified for Japan. PCE antenna
’ VErsion is not.
RoHS3 Compliant Compliant Compliant

Hardware Specs for Programmable Variant

The following specifications need to be added to the current measurement of the previous table if the module
has the programmable secondary processor. For example, if the secondary processor is running and

constantly collecting DIO samples at a rate while having the RF portion of the XBEE sleeping the new current
will be I 4o = 1o + I, where L5 is the runtime current of the secondary processor and 1. is the sleep current

of the RF portion of the module of the XBEE-PRO (S2B) listed in the table below.

Optional Secondary Processor Specification

Runtime current for 32k running at 20MHz

Specifications of the programmable secondary processor

These numbers add to $2B specifications

(Add to RX, TX, and sleep currents depending on
mode of operation)

+1dma

Runtime current for 32k running at TMHz +1mA
Sleep current 0. 5ud, typical
For additional sp-edﬁcaﬁuas;ﬁg lFreescaIe Datashest and MCIS08QE32
Minimum Reset low pulse time for EM250 +50 n3 (additional resistor increases minimum me)
VREF Range 1.8VDC o VCC

Mechanical Drawings

Mechanical drawings of the XBeeE/XBee-PROE ZB RF Modules (antenna options not shown)

X Beaea
(ton view)

XBea-FRO
{top viaw|

XBea & XHea-PRO
(gifa wewa)
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Pin Assignments for the XBee/XBee-PRO Modules
(Low-asserted signals are distinguished with a horizontal line above signal name.)

Direction Default State Description

1 v ¥ - - Power supply

2 DouT Cutput Output UART Data Cut

3 DIN | CONFIG Input Input UART Data In

4 Dio12 Both Dizabled Digital 10 12

5 RESET Both Open-Collectorwith |  Module Reset (reset pulse must be at least 200

pull-up nz)

[ RSSI WM/ DIO10 Both Output RX Signal Strength Indicator | Digital 10

7 Dion Both Input Digital VO 11

B [reserved] - Disabled Do nat connect

9 DTR / SLEEP_RQ/ DIDG Both Input Fin Sleep Control Line or Digital 10 8

10 GND - - Ground

1 Dic4 Both Dizabled Digital /0 4

19 T8 /DIOT Both Output Clear-to-Send EFH%E‘CT;DBI:LEIELTI IO 7.CTS, i

13 ON /SLEEP Output Output Module Status Indicator or Digital 10 9

Mot used for EM250. Used for programmable
secondary processor.

& vReF et : o connecing bie am taage refence
if Analog zampling is desired.
Otherwise, connect to GND.

15 Associate / DIDH Both Output Associated Indicator, Digital 110 5

16 RTS/DIOB Both Input Req““‘“‘?jﬂiﬂfﬁ';ﬂﬂf{“’ VOE. RS,

7 AD3/DIO3 Both Dizabled Analog Input 3 or Digital MO 3

18 ADZ2 /D102 Both Dizabled Analog Input 2 or Digital W0 2

19 AD1/DIOT Both Dizabled Analog Input 1 or Digital VO 1

20 mmﬂiﬁigﬂéum Both Dicabled Analog Input 0, Digitglrlrglfl or Commissioning

= Signal Direction is specified with respect to the module

» Sea Design Notes section below for details on pin connections.
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The Implementation of Cost-Effective Data
Acquisition System for Acoustic Emission Sensor
using Variable Gain Preamplifier and STM32F4
Microcontroller Interface

Chavadol Mekchar*, Wipawadee Wongsuwan**, Warakorn Srichavengsup* Wimol San-Um*

*Intelligent Electronic System Research Laboratory
**Energy Management Laboratory, Research Center of Advanced Energy Technology
Faculty of Engineering, Thai-Nichi Institute of Technology
Pattanakarn 37, Saunlaung, Bangkok, Thailand, 10250
Tel: (+662) 763-2600 Ext, 2926, Fax: 0-2763-2700. E-mail: me chavadol st@tmi.ac.th: wimol @mi.ae.th.

Absrracr— this paper presents the Data Acguisition (DAQ)
svstem that particularly collects Acoustic Emission (AE) signals
in the range of 1 kHz to 500 kHz from the sensor, and transmiis
to a personal computer for further signal analyses. The proposed
system comprises two major components, i.e. a variable gain
preamplifier and a STM32F4 microcontroller. The variable gain
preamplifier is implemented using BiMOS operational amplifier
model CA3140 which provides relatively high input impedance
and high-speed performance. The signal is subsequently digitized
by STM32F4 Microcontroller and transmits to data analysis
software via serial communication (RS232). Simulations are
performed through Orcad PSpice and a MATLAB Simulink.
Signal quality analysis invelves freguency response, Total
Harmonic Distortion (THD), and Power Spectral Density (PSD).
Experiments show that the proposed syvstem offers a potential
alternative to commercially available data acquisition systems.

Keywords— Data Acquisition System, Acoustic Emission Sensor,
Variable Gain Preamplifier, STM32F4 Microcontroller.

L INTRODUCTION

Machine condition monitoring and fault diagnosis system
are necessary tools for the condition base maintenance. The
input signals for these systems are generated by various kinds
of sensors and transducers such as temperature. pressure, flow,
vibration. and especially Acoustic Emission (AE) signal [1].
Acoustic emission is a sound wave, which is generated when a
material undergoes stress due to an external force, The AE
signal is a phenomenon occurring in. for example. mechanical
loading generating sources of elastic waves. Such occurrence
15 the result of a slight surface displacement of maternials
produced from stress waves. which is generated when the
energy il materials or on its surface 1s released rapidly [2].

In order to obtain AE signal for purpose of monitoring. the
Data Acquisition (DAQ), this is a process of measuring an
electrical or physical phenomenon such as voltage or current.
Fig.1 illustrates the typical acoustic emission sensor detection

AE
Transducer b signal
Pre- Amplificr Conditiconar
Amplifier  Filier
Event
PUTIMEATic e— e
lnputs
2 Compuier ‘-,:J |
Y Lata Storage
ey R —
Fig. 1. Typical acoustic emission sensor detetcion system.
e @) ® ©
| Preamplifier A Interface | | Graphic User
| {Amplifier and using Interface in
Filter} STM32E4 Simulink
AR sensor Research Focus for CostEffective IDAQ System

Fig. 2. Overall System Designs with research focus on cost-effective DAQ
Board

system where AE transducer provides AE signals to the
preamplifier. filter. amphfier, signal conditioning and event
detector [3.4]. Such a typical system is relatively complicated
as numerous devices are required. Typically. the DAQ system
consists of sensor input. measurement hardware. and a
computer with programmable software. Despite the fact that
commercially available DAQ system exploits the processing
power, productivity. display. and comnectivity capabilities of
mndustry-standard computers with high effectiveness, the price
is relatively costly and may not be suitable for some
applications especially Small and Medium Enterprises (SME).
Considerations on the typical acoustic emission sensor
detection system shown Fig.l and general requirements for
DAQ system used in AE sensing system lead to the possibility
to simplify the system using simple, but robust devices.

International Conference on Business and Industrial Research ©ICBIR 2014
Thai-Nichi Institute of Technology, Bangkok, Thailand, May 15-16, 2014
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Fig 4. The photograph of the utilised STM32F4 microcontroller as an
interface device for A/D converter.

Although there has been numerous research reports for AE
signal feature characterizations that mclude commercially
available DAQ system [5-10]. no particular research focuses
has been mvestigated on a sunple-but-robust DAQ system.
This paper therefore proposes a new cost-effective DAQ
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TABLEL
SUMMARY OF PREAMPLIFIER CIRCUIT PARAMETERS AND PART NUMBERS

Preamplifier Circuit Parameters

Resistors Capacitars Integrated Circuits
Parts | Values | Parts | Values Parts Numbers
R 22 C; 2pF Op-Amp CA3140
Ry 200¢2 Cy 50pF Diode D; IN914
R; 22K | G 50pF Diode D, IN914
Ry 2.2k - - Transistor Q) 2N3053
Rs 10kL2 - - Transistor Q, 2N4037
Rg 3k - - - -
R; 20082 - - - -
Rs 2.2kl - - - -
Ry 50kt - - - -
Ry 2742 - - - -
Ry 270 - - = _
Ry 510 - - - -

system in which a preamplifier and a filter 1s implemented
through BiMOS operational amplifier model CA3140
providing relatively high input impedance and high-speed
performance.  Analog-to-Digital (A/D)  converter is
implemented by Real-time Operating System (ROS) hardware.
Signal quality analysis will include time-domain analysis.
frequency response, Total Harmonic Distortion (THD). and
Power Spectral Density (PSD). Simulations will be performed
using Orcad PSpice and a MATLAB Sinmlink. Experiments
will achieved by an integrated circuit on a prototype board and
STM32F4 microcontroller

II. PROPOSED COST-EFFECTIVE DATA ACQUISITION
SYSTEM FOR AE SIGNAL DETETCION

A. Overall System Designs

Fig. 2 summarizes overall System Designs with research
focus on cost-effective DAQ Board. The proposed system
consists of three major blocks. First, an integrated amplifier
and filter. which is so called preamplifier. that is used to
amplify the input signal with variable gain and filter noises in
environment. Second. the A/D converter interface using
STM32F4 controller which operates realtime and has an
ability to conneet to computer through MATLAB program.
Last, the graphie user interface system exploits MATLAB
display capability to show the realtime-signal and various
signal characteristics analysis. In this paper. the AE signal is
considered to be a sinusoidal signal. which represents the AE
signal acoustic at a single harmonic signal. for analysing the
DAQ characteristics,

B. Pre-Amplifier Circuit Descriptions

Figs.3 (a) and (b) show the preamplifier circuit designs.
The variable gain preamplifier 1s mmplemented using BIMOS
operational amplifier model CA3140 as a high slew rate.
wideband amplifier. The amplifier circuit 15 designed base on
a non-inverting amplifier which analog input signal is
connected at the input terminal which signal level can be
adjusted by R; before input of CA3140. Gain of preamplifier
can be adjusted via Rg and output DC level can also be
adjusted by Rs to keep output signal at the output terminal in

-
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Fig. 7. Mlustration of the Fast Fourier Transform for THD calculations.

the range of 0-3 V that compatible with STM32F4 Controller.
The push-pull class AB output circuit using transistors Q and
Qy are exploited 1n order to adjust full peak-to-peak swing.
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Fig. 8. Iilstrations of the power spectral density showing the bandwith of
the signal at 0dBm level.

C. STM32F4 Microcontroller Interface Operations

As mentioned earlier. this paper utilizes the STM32F4
controller, which is based on the high-performance
ARMECortex™-M4 32-bit RISC core operating at a
frequency of up to 168 MHz, for analog-to-digital conversion.
This deviee offers three 12-bit ADCs. two DACs. a low-power
RTC. twelve general-purpose 16-bit timers including two
PWM timers for motor control. two general-purpose 32-bit
timers, Therefore, the input analog signal 1s digitized with the
performance of 3+12-BIT AMD 2.4 MSPS.

1L

The experimental results have been performed through the
protoboard corresponding to the block diagram in Fig. 2. The
demonstration condition is a sinusoidal signal input of 20mV
at 100 kHz. corresponding to the low-frequency signals. Fig. 5
shows frequeney characteristies of the proposed preamplifier.
It can be seen from the graph that the preamplifier establish
the low pass filter characteristic where the low frequency has a
very high gain of above 100 but at the high frequency. for
example 1 MHz. the gain is still greater than 0. For the
frequency of interest at 100 kHz the gain is approximately at
20dB. Fig. 6 illustrates the sinusoidal signal in time domain. It
can be seen that the non-inverting amplifier can amplify the
input signal to the larger signal without phase shift.

Fig. 7 illustrates of the Fast Fourier Transform for THD
caleulations. Using the rectangular window transformartion. the
peak signal at 100 kHz has the highest peak where the noise
floor is about 200 kHz far from the center frequency. Since
FFT transformation was used for the THD ealculation. Table 2
summarized the THD in percentage at difference value of
particular gain under region of interest between 5-20, It 1s seen
that the THD is in the range of 3-5%. This is acceptable for the
preamplifier that amplifies the AE signal in real application.
Fig. 8 illustrates the power spectral density showing the
bandwidth of the signal at 0dBm level. It is seen that the noise
floor 1s approximately -60dB and the bandwidth 1s about 4
kHz. Fig. 9 demonstrates the STM32F4 and the graphic user
interface: (a) Experimental setup. (b) the display of signal in
time and frequency domains.

EXPERIMENTAL RESULTS
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TABLEIL
SUMMARY OF PARTICULAR GAINS (Vo' Vi) AND SHOWING THE
CORRESPONDING THD IN PERCENTAGES
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the peak of signal at 100 kHz. The generated signal was
successfully digitized by STM32F4 Microcontroller and
transmits to a MATLAB Simulink via serial communieation

Particular Gains THD (%) (RS232). In addition, the proposed system offers a potential
5 32362 alternative cost-effective data acquisition to commercially
10 37334 available data acquisition systems in the same range of
. T frequency response such as National Instrument (NI). Physical
g 5 Acousties Corporation (PAC) ete. in which the cost could be
20 5.6488

Time Coman Signats

Veltage (1

i

Fig. 9. Demonstration of STM32F4 and the graphic user interface; (a)

DAQs.
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CONCLUSIONS
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This paper has presented the data acquisition system that
particularly colleets AE signals in the range of 1 kHz to 500
kHz from the sensor. and transmits to a personal computer for
further signal analyses. The proposed system comprises two
major components, 1.¢. a varable gam preamplifier and a
STM32F4 Microcontroller. The variable gain preamplifier is
implemented using BiMOS operational amplifier model
CA3140 which provides relatively high input impedance and
high-speed performance. It is obviously seen through the
results that the quality signal analysis were strongly satisty
including high frequency response at high voltage gain. obtain
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