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Network (ANN), and Support Vector Machine (SVM). In addition, the cross-

validation method is conducted to evaluate the performance of each technique by 

random the parameter customization to find the highest performance which separated 

into three categories of accuracy rate, error rate, and classification lead time. The 
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97.50%, the RMSE of 0.194, and classification lead time of 0.52 second followed by 
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Chapter 1 

Introduction 

  

1.1 Introduction 

 This chapter provides the background of a research which is the performance 

comparison of machine learning approach for numerically structured breast cancer data 

classification. The dataset of breast cancer is provided in order to analyze and use for 

conduct the data classification purpose. Subsequently, four machine learning techniques 

are selected to predict the classification result which is processed via the RapidMiner studio 

7.4 program. 

 

1.2 Background 

               The data classification is one of the categories of data analytics technique which 

is popular for an approach to predicting any requirement result of big data. In the present, 

the big data analytics is of most interest to support the business growth of Thailand 4.0 

model. Furthermore, the big data analytics technology is used to apply for medical and 

healthcare because these are useful for human life. Thus, various diagnostics of disease is 

collected through analysis to predict the result and assist the doctor in decision making 

which highly advantages for new medical technology.  

This research has selected the breast cancer disease dataset to study the 

performance comparison of machine learning approach for data classification. This is 

common among Thai women and over the world which is about 16% of cancer that 

occurred in the women. Usually, the breast cancer has occurred in the adult which can be 

divided into 4 periods [1]. However, there can be treated if early detecting. Currently, there 

is an effective way of screening the breast cancer in the women of self-breast examination 

or breast exams with mammograms. Furthermore, the breast cancer can be screening and 

diagnostic via fine needle aspirate (FNA) of a breast mass [2]. The several data of fine 

needle aspirate (FNA) of the breast mass have been recorded from the patients who receive 

diagnose. Which is the better way if can classify these data through machine learning 
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techniques and conduct for automatically decision making since appearing the FNA of the 

breast mass result. Moreover, this method is one of choice that can encourage the doctor to 

the decision of diagnosing of breast cancer disease. On the other hand, machine learning 

techniques that conduct to compute the data classification have consisted the several 

techniques which different way to computation. Thus, this research is focusing to compare 

the performance of each algorithm what highly efficiency. The machine learning 

techniques that are selected for this study can be divided into four techniques of a Decision 

tree (DT), Naive Bayes (NB), Artificial Neural Network (ANN), and Support Vector 

Machine (SVM).  

The decision tree (DT) technique is an agent of computational modeling which 

decide by statistics of the dataset with an if-then rule base. The Naive Bayes (NB) technique 

is the algorithm which computes by using the probabilistic of the result on the historical 

dataset which based on the Bayes' theorem. The Artificial Neural Network (ANN) is the 

computation model which simulate the neuron of the human. This algorithm is popular 

using in the artificial intelligence technologies. Support Vector Machine (SVM) is the 

algorithm which decision-based on suitable distance in feature space via support vector. 

The original support vector machine was used for linear data. In fact, most of the 

information that is used in the real world was usually nonlinear which can be solved by 

using the Kernel function for computation. The four techniques of machine learning that 

selected in this research are supervised learning. Because all are computed based on the 

historical dataset which learning before considering the classification result. Nonetheless, 

this research is using the RapidMiner studio 7.4 program to conduct analyze and compare 

the classification performance of these four techniques. The classification performance 

results that focusing can be separated into three type of the accuracy percentage, Error rate, 

and computation time of each machine learning. The accuracy percentage is considered by 

accuracy value and F-measure score value. The error rate of prediction is considered by a 

root mean square error (RMSE).      
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1.3 Motivation 

   Currently, several machines learning method are applied to support the artificial 

intelligence technologies. Thus, this research would like to know about which machine 

learning is the highest performance in term of data classification. Nonetheless, the 

classification performance that analyzes in this research is decided on a numerical dataset 

of breast cancer from the UCI dataset repository [3].     

 

1.4 Statement of Problems 

 1.4.1 The highest performance of machine learning technique for numerical 

structured breast cancer data classification. 

               1.4.2 The appropriate algorithm for the numerical breast cancer dataset 

classification on a binary problem. 

 

1.5 Objective 

 To evaluate the performance of machine learning technique approaches for 

numerically structured breast cancer data classification with the binary problem. 

 

1.6 Scope of Research 

               The scope of this research can be seen in the research framework as Fig. 1.1.  

 

1.7 Expected Outcome 

   1.7.1 Understanding the computation method of four machine learning algorithms 

of Decision Tree, Naive Bayes, Artificial Neural Network, and Support Vector Machine. 

               1.7.2 Can be applied the machine learning technique for big data analytics. 
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Figure 1.1 Research Framework 

 

1.8 Conclusion 

         This chapter has introduced the background of a research problem and provided 

the framework that would evaluate and compare the performance of each machine 

learning approach for the breast cancer data classification. Subsequently, summarized the 

objective as well as the expected outcomes of the research. 

 

1.9 Research Plan 

 

Table 1.1 The research schedules in October 2017 until August 2018. 

 

Research Methodology 

Year 

2017 2018 

10 11 12 1 2 3 4 5 6 7 8 

1. Dataset Collection: Breast 

Cancer Wisconsin Dataset from 

UCI Machine learning. 

           

2. Data Preparation: Dataset 

analysis and Normalization. 
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Table 1.1 The research schedules in October 2017 until August 2018. (Cont.) 

 

Research Methodology 

Year 

2017 2018 

10 11 12 1 2 3 4 5 6 7 8 

3. Design the performance 

evaluation method and machine 

learning technique selection. 

           

4. Conduct the performance 

evaluation into RapidMiner 

Studio 7.4 program. 

           

5. Summarized the performance 

of each machine learning 

technique 

           

6. Performance comparison and 

conclusion. 

           

7. Thesis summary             

 

1.10 Keyword Descriptions 

 1.10.1 Data Classification 

                          Data Classification is the data modeling process that manages the data in 

the assigned group which shows the difference between a classes or a group of data and to 

predict what information should be included in any class.  

 

               1.10.2 Machine Learning Techniques  

                          Machine learning technique is an artificial intelligence discipline which 

occurred from the technological development of human knowledge. Machine learning 

allows computers to handle new situations or decision making through the analytics 

process which can be divided into two types of supervised learning and unsupervised 

learning.  
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             1.10.3 Performance Evaluation 

                          Performance evaluation is the assessment process of classified results in 

each machine learning technique which can be separated into four methods of accuracy, F-

measure, root mean square error, and time. 
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Chapter 2 

Related Theories and Literature Reviews 

 

         This chapter has described the related theory and including of literature reviews 

which this research has used to meet a research target. 

 

2.1 Related Theories 

       2.1.1 Data Classification 

                     Classification is a common task in human activities that involve decision or 

forecast in an unknown or a future situation by using currently available information. 

Furthermore, classification is the process of constructing a model or function which 

describes and distinguishes different data classes or concepts. The propose of being able to 

use the model to predict the class of objects whose class label is unknown later. The derived 

model is based on the analysis of a set of training data. Moreover, classification is referred 

as a pattern recognition, discrimination, or supervised learning which contrast with 

unsupervised learning or clustering where no classes are predefined but they are inferred 

from the data. There have been several applications of classification to solve scientifically, 

industrial, medical, and commercial problems. However, some typical classification 

purposes are the detection of letter from a character image, the credit status assignment for 

a customer on the basis of financial and other personal information, and the preliminary 

diagnosis of a patient's disease during a waiting for definitive test result [4]. 

                     In learning a classification model, there exist various forms in expressing the 

model derived. Some common forms are IF-THEN rules, decision trees, mathematical 

formula, or neural network. As Figure 2.1 shows the sample dataset for data classification, 

Figure 2.2 shows the decision tree model which is a flow chart like tree structure where 

each node denotes a test on an attribute value, each branch represents an outcome of the 

test, and tree leaves represent classes or class distributions. Decision tree can easily convert 

to classification (IF-THEN) rules which can be seen in Figure 2.3. Figure 2.4 shows linear 

regression equations. A neural network is typically a collection of neuron-like processing 
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units with weighted connections between the units as can be seen in Figure 2.5. There are 

several other methods for constructing classification models such as Naive Bayes 

classification, Support Vector Machine, and K-nearest neighbor classification.   

 

 

 

Figure 2.1 A Sample Dataset (The Play-Tennis Dataset) 

 

 

 

Figure 2.2 Decision Tree 

 

Outlook Temp. Humidity Windy Play
sunny hot high false no
sunny hot high true no

overcast hot high false yes
rainy mild high false yes
rainy cool normal false yes
rainy cool normal true no

overcast cool normal true yes
sunny mild high false no
sunny cool normal false yes
rainy mild normal false yes
sunny mild normal true yes

overcast mild high true yes
overcast hot normal false yes

rainy mild high true no

Outlook

Humidity Windy

Yes

Yes YesNo No

sunny
overcast

rainy

high normal false true
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Figure 2.3 Classification Rules (IF-THEN) 

 

 

 

Figure 2.4 Linear Regression Equations 

 

 

 

Figure 2.5 An Example of an Artificial Neural Network 

1. If (Outlook = "Overcast") then Play = "Yes")

2. If (Humidity = "Normal" and Windy = "False") then Play = "Yes")

3. If (Temp = "Mild" and Humidity = "Normal") then Play = "Yes")

4. If (Outlook = "Rainy" and Windy = "False") then Play = "Yes")

Play(yes) = 0.6 * outlook(sunny) + 1.0 * outlook(overcast) + 0.2 * outlook(rainy) +

0.1 * temp(hot) + 0.2 * temp(mild)+ 0.2 * temp(cool) +

0.5 * humidity(high) + 0.8 * humidity(normal) +

0.6 * windy(false) + 0.3 * windy(true)

Play(no) = 0.3 * outlook(sunny) + 0.1 * outlook(overcast) + 0.7 * outlook(rainy) +

0.2 * temp(hot) + 0.1 * temp(mild)+ 0.3 * temp(cool) +

0.7 * humidity(high) + 0.1 * humidity(normal) +

0.3 * windy(false) + 0.8 * windy(true)
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       2.1.2 Normalization 

                        Normalization of the data is the data processing that transforms each 

attribute value become to the same range or same standard. This step is very important 

when dealing with parameters of different units and scales. For example, some data mining 

techniques use the Euclidean distance. Therefore, all parameters should have the same 

scale for a fair comparison between them. Two methods are usually well known for 

rescaling data. Normalization, which scales all numeric variables in the range (0, 1). One 

possible formula is given below. 

 

Xnew =  
x − xmin

xmax− xmin
                                                     (1) 

 

   2.1.3 Machine Learning Techniques 

                        This research has applied machine learning techniques to approach for the 

data classification and performance comparison, which can be divided into five techniques 

of Decision Tree (DT), Naïve Bayes (NB), Support Vector Machine (SVM), and Artificial 

Neural Network (ANN). 

                        2.1.3.1 Decision Tree (DT)   

                                    A decision tree is a decision support tool, which is a non-parametric 

supervised learning method commonly applied to classification and regression of multiple 

variable analyses. The decision tree has a tree-shaped diagram for representing a possible 

decision and consequences, involving, for instance, chances, event outcomes, resource 

costs, and utilities. Typically, the decision tree can be constructed by Entropy (Ent) and 

Information Gain (IG). The Entropy is average number of binary questions which are in 

the form of infinitely trials to distinguish events, and can be calculated by [5] 

 

)(log)()( 2 iii cpcpcEnt                                                  (2) 
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 where p(ci) is a probability of dataset i =1,2, 3...n. Generally, entropy is always 

nonnegative and is zero when one items ci has a unity probability. The IG is the change in 

entropy from prior states to a state, and is based on the decrease in entropy after a dataset 

is split on an attribute. The IG can be found as follows 

 

    ...()()()()( )2211  cEntcpcEntcpPREntIG                       (3) 

 

where Ent (PR) is an information entropy of overall datasets before splitting. 

 

                        2.1.3.2 Naïve Bayes (NB) 

                                     Naïve Bayes technique is a family of probabilistic classifiers based 

on Bayes' theorem with independence assumptions among features. The calculation of 

posterior probability is given by   

 

)a(

)b()ba(
)ab(

p

pp
p


                                                  (4) 

 

where p(b|a) is the probability that class b occurs before class a, p(a|b) is the probability 

that class an occurs before class b, p(a) is the probability of occurrence a, and p(b) is the 

probability of occurrence b. Such a Naïve Bayes technique provides uncomplicated 

computation process as each distribution can be independently estimated as a one-

dimensional distribution [6]. 

 

                 2.1.3.3 Artificial Neural Network (ANN) 

                          An artificial neural network is a computational system composed by 

highly interconnected processing elements based on the structure and functions of 

biological nervous systems. The ANN processes information through dynamic state 

response to external inputs and learning process. Figure 2.6 (1) and (2) show a single 

neuron model and a three-layer ANN, respectively.  It is seen in Figure 2.6 (1) that the 
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number of input element vectors R, which is weighted by a gain W, is combined with a 

bias b, and the combination result n is fed to an activation function f, which is a sigmoidal 

function for this case, providing the result a. On the other hand, Figure 2.6 (2) illustrates a 

full diagram of the ANN composed by inputs, hidden, and outputs with a total of S layers. 

The generalized mathematical model of the ANN can be expressed as  

 

)( , SRRWS bPsfa                                             (5) 

 

Generally, the ANN can be configured for several specific applications, such as pattern 

recognition, data classification, clustering, and prediction. 

 

 

 

Figure 2.6 General ANN diagram; (1) a single neuron model, (2) a three-layer ANN  
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Figure 2.7 Demonstration of Linear Separating Hyper Planes for the Separable 2   

      Dimensional Case of SVM Technique 

 

                  2.1.3.4 Support Vector Machine (SVM) 

                                     Support Vector Machine is principally a discriminative classifier 

that performs both regression and classification by constructing hyper planes in a 

multidimensional space that separates cases of different classes. Generally, SVM offers 

effective in high dimensional spaces and exploits less memory since a subset of training 

points in the decision function is realized.  Moreover, SVM provides versatility in terms of 

Kernel functions types for any specific classification purposes. Fig. 2.7 demonstrates linear 

separating hyper planes for the separable 2-dimensional case. It can be seen from Fig. 2.7 

that the support vectors are highlighted with large circle. Intuitively, the decision boundary 

should be as far away from the data of both classes as possible. This property implies the 

maximization of the margin (m). With reference to Fig. 2.7, given the training data {xi, yi} 

for i=1, 2, 3…, n, xi ϵ Rd, yi ϵ {-1, 1} where xi is datum, representing by a vector with the 

d dimension and y is a binary class of -1 or +1, the support vector machine finds the best 

hyper plane which separate the positive from the negative example, i.e. a separating hyper 

plane. In principle, the points x on the hyper plane satisfy the formula wTx+b=0 [7]  
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        2.1.4 Cross Validation 

                        Cross-validation is the evaluate method of classification model in each 

machine learning techniques [8]. Which separates the initial datasets into training datasets 

to train the classification model, and a test dataset to evaluate the classification model. The 

k-fold cross-validation is randomly separate the original datasets into k-set. The k-1 

datasets are used as training data and the remaining single dataset is used as the validation 

data in-term of testing. The iteration process was performed K times and typically used in 

data classification. It is seen in the Figure 2.8. 

 

               2.1.5 Performance Evaluation 

                        The performance of machine learning technique would be evaluate using 

multi-method, which can be separated into 4 methods of F-Measure which calculate based 

on the result of recall and precision, accuracy, root mean square error, and time. The first 

three calculation method are based on the confusion matrix as seen in Figure 2.9. 

 

 

 

Figure 2.8 Demonstration of K-Fold Cross Validation Method 
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Figure 2.9 Confusion Matrix 

 

                  2.1.5.1 Recall and Precision 

                                      A recall is the ratio of a number of events that can correctly recall 

to number of all correct events. Precision is the ratio of a number of events that can 

correctly recall to a number all events recall. In other words, it is how precise of the recall. 

And both also can be calculated based on confusion matrix, which calculation equation as 

follows. 

 

FNTP

TP
e)Recall(tru


                                                  (6) 

 

FPTP

TP
true)Precision(


                                                 (7) 

 

                    2.1.5.2 F-Measure 

                                    The F-measure is defined as the weighted harmonic mean of its 

precision and recall. Which is also can be calculated based on confusion matrix and the 

calculation equation as follows. 

 

true)Precision(e)Recall(tru

true)Precision(e)Recall(tru2
true)MeasureF




 (                          (8) 

 

 

 

Yes No

Yes TP FN

No FP TN

Confusion Matrix
Predicted Class

Actual Class
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                     2.1.5.3 Accuracy 

                                    Accuracy is perhaps the most intuitive performance measure. It is 

simply the ratio of correctly predicted observations, which can be calculated through 

confusion matrix and the calculation equation as follows. 

 

FPTNFNTP

TNTP
Accuracy




                                       (9) 

 

 

                     2.1.5.4 Root Mean Square Error (RMSE) 

                                     The RMSE is the standard deviation of the predictions from the 

ground-truth. Furthermore, this is one way to measure the performance of a classifier which 

considers the error rate or number of misclassifications. The RMSE of data classification 

can be calculated from confusion matrix which consists the true positive rate (TP), true 

negative rate (TN), false positive rate (FP), and the false negative rate (FN) in the case of 

a binary problem. The total size of the test dataset is Omega (TP+TN+FP+FN). Thus, the 

RMSE can be calculated as follows. 

 

𝑅𝑀𝑆𝐸 = √(
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
)                                 (10)               

 

                        2.1.5.5 Classification Lead time (Time)  

                                      The lead time is one of the performance evaluation of data 

classification which is focusing on the processing lead time that each classifier using for 

computation and prediction. The processing lead time is starting since running the program 

until stop and shows the data classification result. 

 

              2.1.6 RapidMiner Studio7.4 program 

                        RapidMiner Studio 7.4 is the data analytics program which can be analyzed 

the big data and find the useful information to support some business or research [8]. The 
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main functions of this program can be divided into six parts of RapidMiner Menu, 

Repository, Processes, Operators, Parameters, and Help. It is seen in Figure 2.10 The 

RapidMiner Menu is provided the tools to support general activities in the program such 

as save, save as, edit, and others as can be seen in Figure 2.11. The Repository of 

RapidMiner is provided to keep the activities of the program that user created such as 

Database, Process, and Model. It is seen in Figure 2.12. The Process function is provided 

the space which can generate the process to analyze the data as can be seen in Figure 2.13. 

The Operator function of RapidMiner is provided all tools that support data analytics 

activities. It is seen in Figure 2.14. The Parameters function is the zone which can adjust 

any parameters value in each operator. It is seen in Figure 2.15. The Help function is the 

support tools which explain in the details of each operator or parameter which make easier 

the understanding as can be seen in Figure 2.16. 

 

 

 

Figure 2.10 Main Functions of RapidMiner Studio7.4 
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Figure 2.11 RapidMiner Studio7.4: Menu 

 

 

 

Figure 2.12 RapidMiner Studio7.4: Repository Function 

 

 

 

Figure 2.13 RapidMiner Studio7.4: Process Function 
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Figure 2.14 RapidMiner Studio7.4: Operators Function 

 

 

 

Figure 2.15 RapidMiner Studio7.4: Parameters Function 
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Figure 2.16 RapidMiner Studio7.4: Help 

 

 

 

Figure 2.17 RapidMiner Studio7.4: Create the process 
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Figure 2.18 RapidMiner Studio7.4: Result 

 

 

 

Figure 2.19 RapidMiner Studio7.4: Example of Operators 

Read Data Process Document Model Validation Machine Learning Apply/Performance
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       RapidMiner program can create any processes by selecting the operators and drop 

into the process space. Subsequently, the users must connect the operators through line 

connecting based on the priority of each operator as can be seen in Figure 2.17 which the 

data analytics result has shown in the window as can be seen in Figure 2.18. Nonetheless, 

the useful information or performance reports are showing in this window such as the 

classification result, statistical result, and confusion matrix. It can be seen in Figure 2.19. 

 

2.2 Literature Reviews 

 This research has been done of the literature reviews as follows 

 

Table 2.1. Literature Reviews 

No. Author Year Title 

1 Tzu- Tsung Wong and 

Nai-Yu Yang. 

2017 Dependency Analysis of Accuracy 

Estimates in k-fold Cross Validation 

2 Arnau Mata Llenas and 

et al. 

2017 Performance Evaluation of Machine 

Learning Based Signal Classification using 

Statistical and Multiscale Entropy Features 

3 V.Shanmugarajeshwari 

and R. Lawrance 

2016 Analysis of Students’  Performance 

Evaluation using Classification Techniques 

4 Praveen Kumar and et 

al.  

2016 Analysis of Various Machine Learning 

Algorithms for Enhanced Opinion Mining 

using Twitter Data Streams 

5 A. Swarupa Rani and S. 

Jyothi. 

2016 Performance Analysis of Classification 

Algorithms Under Different Datasets 
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Table 2.1. Literature Reviews (Cont.) 

No. Author Year Title 

6 Rafet Duriqi and et al. 2016 Comparative Analysis of Classification 

Algorithms on Three Different Datasets 

using WEKA 

7 Govin Gaikwad and 

Prof. Deepali J. Joshi. 

2016 Multiclass Mood Classification on Twitter 

Using Lexicon Dictionary and Machine 

Learning Algorithms 

8 Sadia Zaman Mishu. 

and S.M. Rafi Uddin.  

2016 Performance Analysis of Supervised 

Machine Learning Algorithms for Text 

Classification 

9 Zehra Aysun Al 

tlkardes and et al. 

2015 Performance Evaluation of Classification 

Algorithms by Excluding the Most 

Relevant Attributes for Dipper/Non-Dipper 

Pattern Estimation in Type-2 DM Patients 

10 Zahra Nematzadeh and 

et al. 

2015 Comparative Studies on Breast Cancer 

Classifications with k-fold Cross 

Validations using Machine Learning 

Techniques 

11 Tanu Verma and et al. 2014 Tokenization and Filtering Process in 

RapidMiner. 

12 Kavita Choudhary and 

et al. 

2014 Glaucoma Detection using Cross 

Validation Algorithm: A Comparative 

Evaluation on RapidMiner 

 

             2.2.1 Dependency Analysis of Accuracy Estimates in k-fold Cross Validation    

                        This research has studied the k-fold cross-validation method, which is the 

performance evaluation of machine learning techniques. There are twenty datasets have 

collected and performed. The result has shown that the many overlapping training datasets 



24 

 

of this method are generated the higher accuracies than is not overlapping training datasets 

[9].             

 

 2.2.2 Performance Evaluation of Machine Learning Based Signal Classification 

using Statistical and Multi-scale Entropy Features 

                         This research has done for the performance evaluation of signal 

classification using Support Vector Machine technique. The researcher has used feature 

selection technique to increase the accuracies result and the resulting show that the feature 

extending is provided the high accuracies and close to the actual accuracies [10].     

 

         2.2.3 Analysis of Students’ Performance Evaluation using Classification 

Techniques  

                          This research has analyzed the students' performance through data 

classification. Subsequently, the researchers have used Decision Tree in order to meet their 

target. The classification results show 100% accuracy, which can be classified the 

performance into each student [11].   

 

                 2.2.4 Analysis of Various Machine Learning Algorithms for Enhanced Opinion 

Mining using Twitter Data Streams 

                         This research has conducted the sentiment analysis of people opinion from 

Twitter. The variety of machine learning have selected and can be divided into four 

techniques of Naive Bayes, Random Forest, Support Vector Machine, and Decision Tree. 

Two software that supports sentiment analysis of this research is MATLAB and WEKA. 

The Decision Tree technique is provided the highest result of 88% accuracy in WEKA and 

86% MATLAB [12].    
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                 2.2.5 Performance Analysis of Classification Algorithms under Different 

Datasets 

                            This research has analyzed the performance of data classification in terms 

of different datasets. The various classifier has selected and performed this research of 

eight techniques. The four different datasets can be separated of Diabetes, Nutrition, E-

coli, and Mushroom. The result shows Naive Bayes is performed better than another for 

Diabetes classification. The MLP and IBK are provided well than another for Nutrition, E-

coli and Mushroom datasets [13].   

 

                 2.2.6 Comparative Analysis of Classification Algorithms on Three Different 

Datasets using WEKA 

                          This research has compared the performance of classification algorithms. 

The three different datasets have collected and can be defined of Diabetes datasets, Spam 

base datasets and Credit Approval datasets. The researchers have applied two states of 

parameters set in WEKA tool by default and customization setting. Three machine learning 

algorithms have selected to conduct the research of Naive Bayes, Random Forest, and K 

algorithm.  The result shows the custom state is provided the high performance and the 

highest performance is 94.89% accuracy of Random Forest technique in Spam base 

classification [14].               

 

               2.2.7 Multiclass Mood Classification on Twitter Using Lexicon Dictionary and 

Machine Learning Algorithms 

                         This research has studied the multi-class of mood on Stanford University 

official site. There are selected three classifiers for conducting the research and separated 

into SVM, NB, and KNN techniques. The multi-mood classified based on AFFIN lexicon. 

The result shows SVM technique id provided the higher accuracy than NB and KNN. The 

highest of accuracy result is 82% [15]. 
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                2.2.8 Performance Analysis of Supervised Machine Learning Algorithms for 

Text Classification 

                          This research has analyzed the performance of supervised machine 

learning algorithms. Seven machine learning techniques have selected for text 

classification on three datasets of Reuter corpus, Brown corpus, and Movie-Review corpus. 

Subsequently, the performance calculation through Precision, Recall, and F-Measure and 

used the cross-validation for validating the classification model. The highest accuracy of 

text classification is ANN in-term of Back propagation Network, which provided greater 

than 89.0% accuracy [16]. 

 

                2.2.9 Performance Evaluation of Classification Algorithms by Excluding the 

Most Relevant Attributes for Dipper/Non-Dipper Pattern Estimation in Type-2 DM 

Patients 

                          This research has performed the performance analysis of Diabetes 

classification through classifier in WEKA. There are proposed to skip relevant attribute for 

faster the diagnosis. The training set and testing set are separated into 66% and 34% 

respectively. The CV and split methods have used to validate the classifier model. The 

various evaluations have conducted to performance assessment and can be divided into 

four methods of Accuracy, Sensitivity, Specificity, and ROC. The finally, ANN techniques 

(MLP, RBF) is provided the higher performance than another technique. Which mostly 

80% is of scores [17].       

 

      2.2.10 Comparative Studies on Breast Cancer Classifications with k-fold Cross 

Validations using Machine Learning Techniques 

                           This research has studied the breast cancer classification with different k-

fold cross-validation and different machine learning techniques. The researchers have 

specified three k value to validate the classification models. On the other hand, there are 

selected four machine learning techniques to approach for breast cancer classification of 

the Decision Tree, Naive Bayes, Neural Network, and Support Vector Machine with 3 
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kernel functions. Subsequently, performed the performance evaluation of each classifier. 

Finally, the highest accuracy score is neural network technique with 98% accuracy. But 

this research has focused on the different k-fold method, which the performance result of 

each k value cannot be expected to have more accurate when an increase or decrease the k. 

Because sometimes when increase the k value is more accurate but sometimes is not better 

than the previous. 

 

                2.2.11 Tokenization and Filtering Process in RapidMiner 

                           This research has studied on the RapidMiner application for text 

processing. The researchers have mentioned to a filtering process, which is more suitable 

in case of large text datasets. The overall of this research shows how to apply the 

RapidMiner application and automatically of text processing, which is useful in the future 

[18]. 

 

                2.2.12 Glaucoma Detection using Cross Validation Algorithm: A Comparative 

Evaluation on RapidMiner 

                            This research has analyzed the cross-validation of Glaucoma detection 

through RapidMiner program and approach by Decision Tree technique. The researchers 

have compared the accuracy result of cross-validation and split-validation. The results 

show the cross-validation is provided more accuracy than split method, which is 82.83% 

and 46.67% respectively [19].  

                Nonetheless, the summarized of the literature reviews can be declared the 

research methods and tools and including the result which can be seen in table 2.2 – 2.3 as 

follows.      
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Table 2.2 Summarized of Data Classification Research based on Literature Reviews 

Summarized of Data Classification Research based on Literature Reviews 

Research 

Details 

Research 

Review No=> 
1 2 3 4 5 6 7 8 9 10 11 12 

Research 

Proposed 

Dataset Type Text    /   / /   /   

Nominal   /         /  

Numerical   /           / 

Mixing /    / /   / /    

Machine 

Learning 

Supervised / / / /  / / / / /  / / 

Unsupervised              

Validation SV     /       /  

KCV /     /  / / /  / / 

Performance 

Evaluation 

Accuracy /  / / / / / / / /  / / 

Recall    /   / / / /   / 

Precision    /   / / / /   / 

F-Measure    /   / / /    / 

RMSE  /   /        / 

Lead Time             / 

Tool MATLAB    /      /    

WEKA    / / /   /     

RapidMiner           / / / 

R Language   /           

Other / /     / /      

 

                Mostly of research reviews are related to data classification in the different 

objectives and all are selected the supervised learning algorithm to perform the research. 

Furthermore, the several studies on the performance evaluation are motivating to finding 

the two side compare between accuracy rate and error rate in each classifier. The various 

research frameworks are interesting and can refer to some methods or techniques to 
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encourage this research to reach the aim. However, this research is focusing to evaluate the 

performance of each classifier via a numerical dataset with a binary problem. In addition, 

this research is performed cross-validation and performance evaluation through 4 factors 

of accuracy, F-measure, RMSE, and time. The expected of data classification performance 

in this research should be greater than 90% of accuracy after reviewing the previous work 

results as can be seen in table 2.3. 

 

Table 2.3 Summarized of Classification Result Based on Literature Reviews 

The Performance Result of Literature Review Summary 

Literature Study Dataset source Dataset type Instance Class % Acc 

2.3.1 k fold UCI data repository Numerical Structural Multi Multi NA 

2.3.3 Performance University of India Numerical Structural 44 2 97.7% 

2.3.4 Performance Twitter Text Unstructured 5,500 2 88.0% 

2.3.5 Performance UCI repository Numerical Structural 768 2 82.0% 

2.3.6 Performance UCI repository Numerical Structural 300 2 82.6% 

2.3.6 Performance UCI repository Mixing Structural 690 2 89.9% 

2.3.6 Performance UCI repository Text Unstructured 4,061 2 94.9% 

2.3.7 Performance Stanford's University Text Unstructured 8,000 2 82.0% 

2.3.8 Performance Reuter/Brown/Movie Text Unstructured Multi 2 89.0% 

Research Proposed 

New 

research 

Performance UCI repository Numerical Structural  >500   2  >90

% 
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Chapter 3 

Methodology 

 

3.1 Research Methodology 

       This chapter describes the research methodology which defines the research 

processing to complete the objective. The processing steps can be seen in Figure 3.1. 

 

 

 

Figure 3.1 The Processing Flow of Research Methodology 
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3.2 Data Collection 

       This research has collected the dataset from UCI dataset repository which is the 

website that provides the sample of the various dataset for conduct the data analytics.  The 

dataset that collected is the breast cancer Wisconsin dataset which is a real-world dataset 

to conduct the data classification method. The details of this dataset are existing the 30 

features computed from a digitized image of a fine needle aspiration (FNA) of a breast 

mass which consist of FNA of three breast mass and separated into 10 features of each cell 

nucleus. It can be seen in Figure 3.2. The instance number of this dataset is 569 instances. 

Furthermore, the attribute type of this dataset is numerical of ten real-valued which decide 

a binary problem of Benign and Malignant as can be seen in Figure 3.3. Moreover, the ten 

real-valued features that are computed for each of three different cell nucleuses are the 

following. 

               a) Radius: Mean of distances from center to points on perimeter 

               b) Texture: The standard deviation of gray-scale values 

               c) Perimeter:  

               d) Area 

               e) Smoothness: local variation in radius lengths 

               f) Compactness: perimeter^2/area - 1.0 

               g) Concavity: severity of concave portions of contour 

               h) Concave points: number of concave portions of the contour 

               i) Symmetry 

               j) Fractal dimension: "coastline approximation" – 1 

 

 

 

Figure 3.2 The Sample of Fine Needle Aspiration of Breast Mass 
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Figure 3.3 Brest Cancer Wisconsin Dataset Descriptions 

 

3.3 Data Preparation 

       The data preparation process can be divided into 2 steps of dataset analysis and 

normalization. This step is using the Excel and Minitab program to performing the 

analyzing and normalization. 

             3.3.1 Dataset analysis 

                      The dataset analysis has proposed the step that would analyze the structure 

and cleansing of a dataset which used in this research. 

 

             3.3.2 Normalization 

                      This step is conducted to transform the dataset which used to evaluate the 

performance become to the same scale.   

 

 

Dataset Type Classification

Origin Real world

Instances 569

Features/Attriutes 30

Classes 2

radius 6.9810 28.1100 0.1140 2.8730 7.9300 36.0400

texture 9.7100 39.2800 0.3600 4.8850 12.0200 49.5400

perimeter 43.7900 188.5000 0.7710 21.9800 50.4100 251.2000

area 143.5000 2501.0000 6.8020 542.2000 185.2000 4254.0000

smoothness 0.0530 0.1630 0.0030 0.0310 0.0710 0.2230

compactness 0.0190 0.3450 0.0020 0.1350 0.0270 1.0580

concavity 0.0000 0.4270 0.0000 0.3960 0.0000 1.2520

concave points 0.0000 0.2010 0.0000 0.0530 0.0000 0.2910

symmetry 0.1060 0.3040 0.0080 0.0790 0.1560 0.6640

fractal dimension 0.0500 0.0970 0.0010 0.0300 0.0550 0.2080

Classes Benign Malignant

Domain Domain Domain
Attribute

Cell Nucleus 1 Cell Nucleus 2 Cell Nucleus 3
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3.4 Cross Validation 

 The cross-validation is the method that uses to evaluate the performance of data 

classification in this research. However, this method has randomly searched for the suitable 

k-value to perform the research. 

 

3.5 Classification Machine Learning Selection 

              This method has selected the four machine learning techniques which supervised 

learning type to compare the performance result. The machine learning algorithm selection 

can be separated into 4 techniques of the Decision tree, Naïve Bayes, Artificial neural 

network, and Support vector machine. Nonetheless, the parameter of these techniques is 

randomly from the default. 

 

3.6 Performance Evaluation 

              The performance evaluation of this research is conducted by an accuracy rate, 

error rate, and classification lead time which can be divided into four results of accuracy, 

F-measure, RMSE, and lead time.      

 

3.7 Performance Comparison 

              The objective of this research is proposed to compare the classification results 

between four machine learning techniques which focus on the accuracy rate and error rate 

include with classification lead time. 

 

3.8 Conclusion 

              The conclusion part of this research would be summarized the research results and 

discussion on each of some problem or a good point and weak point of each technique with 

including the opportunity in the future work. 

 



34 
 

Chapter 4 

Simulation and Experimental Result 

 

      This chapter has revealed the research simulation and experimental result as 

follows. 

 

4.1 Dataset Analysis 

           4.1.2 Dataset      

                         The dataset consists of 30 attributes of three breast cell nucleus which can 

be divided into 10 attributes per one cell nucleus. Furthermore, this dataset contains 569 

instances of the history from the real-world breast cancer diagnosed. Nonetheless, the 

classification problem of this dataset is the binary problem which predicts to 2 classes of 

malignant and benign. The ratio of classes that provides in this dataset is the imbalance 

type by declared of the benign class is 63% which consist of 357 labels and the ratio of the 

malignant class is 37% which consist of 212 labels of the total class. It can be seen in Figure 

4.1. 

 

                4.1.3 Attributes 

                         This dataset has provided 30 attributes which is a relational attribute type. 

Furthermore, the attribute declares the real number value of each feature of the breast cell 

nucleus. Subsequently, the analysis result of the value scale of each attribute found that the 

different scale of each attribute. It can be seen in Figure 4.2 - 4.4. Nonetheless, the attributes 

are cleansing by no missing data.  
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Figure 4.1 The Proportion of Class in Breast Cancer Dataset 

 

 

 

Figure 4.2 The Box Plot of Original Attribute of Cell Nucleus 1 

 

 

 

Figure 4.3 The Box Plot of Original Attribute of Cell Nucleus 2 
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Figure 4.4 The Box Plot of Original Attribute of Cell Nucleus  

 

 

 

Figure 4.5 The Summary of Min-Max Scale of Attributes. 

 

 

 

Figure 4.6 Attributes-Value Scale Comparison graph 
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Min Max

radius 6.9810 28.1100 0.1140 2.8730 7.9300 36.0400 0.1140 36.0400

texture 9.7100 39.2800 0.3600 4.8850 12.0200 49.5400 0.3600 49.5400

perimeter 43.7900 188.5000 0.7710 21.9800 50.4100 251.2000 0.7710 251.2000

area 143.5000 2501.0000 6.8020 542.2000 185.2000 4254.0000 6.8020 4254.0000

smoothness 0.0530 0.1630 0.0030 0.0310 0.0710 0.2230 0.0030 0.2230

compactness 0.0190 0.3450 0.0020 0.1350 0.0270 1.0580 0.0020 1.0580

concavity 0.0000 0.4270 0.0000 0.3960 0.0000 1.2520 0.0000 1.2520

concave points 0.0000 0.2010 0.0000 0.0530 0.0000 0.2910 0.0000 0.2910

symmetry 0.1060 0.3040 0.0080 0.0790 0.1560 0.6640 0.0080 0.6640

fractal dimension 0.0500 0.0970 0.0010 0.0300 0.0550 0.2080 0.0010 0.2080

Total

Domain Domain Domain
Attribute

Cell Nucleus 1 Cell Nucleus 2 Cell Nucleus 3
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The summary of attribute value about the min-max length of three cell nucleus 

has shown 2 features that are different scale with another as can be seen in Figure 4.5-4.6. 

           Based on the dataset analysis result, the attribute value of each cell nucleus is 

mostly different scale. Thus, this research has conducted the normalization of the dataset 

before training to each machine learning technique.  

 

4.2 Normalization 

          This research has conducted the normalization of the dataset by using the min-

max method which transforms each attribute-valued become to the same scale between [0-

1]. The min-max normalize method can calculate from xinew = (xi - xmin)/(xmax-xmin) which 

can be seen the new attribute-valued after normalization as Figure 4.7 - 4.10. 

 

 

 

Figure 4.7 Normalization of Cell Nucleus 1 
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Figure 4.8 Normalization of Cell Nucleus 2 

 

 

 

Figure 4.9 Normalization of Cell Nucleus 3 
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Figure 4.10 Original Dataset Value VS Normalization into (0-1) Scale 

 

 

 

Figure 4.11 Random of The k-value of k fold Cross-Validation. 

Original Dataset Normalization to same scale [0-1] 
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4.3 Cross Validation 

       This research has performed the k fold cross-validation technique to evaluate the 

performance of each machine learning algorithm. The k-values of this method is decided 

by randomly to conduct the validation process. The k-values will assign the number of the 

group that will perform to training and testing time. Subsequently, this method has used 

the stratified sampling method to consider for selecting the instance into each group with 

the same ratio. Nonetheless, the k-value of this method will random customizing which 

divided into two values of 5, and 10. It can be seen in Figure 4.11. The k fold cross-

validation method has been performed in the RapidMiner Studio 7.4 program to evaluate 

the classification performance. 

 

 

 

Figure 4.12 Summary of the Machine Learning Technique Selection 

Machine Learning Learning Type Classification Mehtod Model 

Decision Tree (DT) Supervised Statistics + If-Then rule

Naïve Bayes (NB) Supervised 
Probabilistic/Bayes 

theorem

Artificial Neural Network 

(ANN)
Supervised 

Simulated the neuron 

system of a human

Support  Vector Machine 

(SVM)
Supervised 

The decision of Suitable 

distance in feature space by 

vector

Outlook

Humidity Windy

Yes

Yes YesNo No

sunny
overcast

rainy

high normal false true

outlook = sunny =>

outlook = overcast =>

outlook = rainy =>

temperature = hot =>

    => play(yes)

temperature = mild =>

temperature = cool =>

    => play(yes)

humidity = high =>

humidity = normal =>

windy = true =>

windy = false =>
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4.4 Classification Machine Learning Selection 

        This research has selected the four machine learning techniques which are the 

supervised learning method and different how computation. A decision tree is an algorithm 

that represented the tree model which decision-based on historical data statistics with If-

then rule. Naive Bayes is the technique that represented the decision method on the 

probabilistic which computed on historical data. Artificial Neural Network is the algorithm 

that represented the computation step which simulated the neuron of the human. Support 

Vector Machine is the technique that represented the classification algorithm based on the 

suitable distance in feature space via a vector. However, the machine learning processing 

has also been conducted the data classification in the RapidMiner studio 7.4 program which 

can be seen the summary of machine learning technique selection in Figure 4.12. 

           The range of parameter adjustment has been considered from the pre-test of the 

parameter value which impacts the data classification result change. Moreover, the function 

adjustment has been selected by considering the function that popularly used for data 

classification. 

                 4.4.1 Decision tree (DT) 

                          The decision tree algorithm has conducted the classification by 

customizing the parameter setting which focusing on 3 parameters of maximal depth, 

pruning, and pre-pruning.            

                          4.4.1.1 Maximal depth 

                                      The depth of a tree varies depending upon the size and nature of 

the example set. This parameter is used to restrict the size of the Decision Tree. The tree 

generation process is not continued when the tree depth is equal to the maximal depth. If 

its value is set to -1, the maximal depth parameter puts no bound on the depth of the tree, 

a tree of maximum depth is generated. If its value is set to 1, a Tree with a single node is 

generated.      

                          4.4.1.2 Pruning 

                                      Normally, the Decision Tree is generated with pruning. Setting this 

parameter to false disables the pruning and delivers an unpruned Tree. Thus, this parameter  
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Figure 4.13 Decision Tree Parameter Customization 

 

is must setting to prevent the noise in this algorithm. This parameter specifies the 

confidence level used for the pessimistic error calculation of pruning. 

                          4.4.1.3 Pre-pruning 

                                       Usually, the Decision Tree is generated with pre-pruning. Setting 

this parameter to false disables the pre-pruning and delivers a tree without any pre-pruning. 

Thus, this parameter setting can be separate into 2 factors of minimal gain and minimal 

leaf size. The minimal gain is the gain of a node is calculated before splitting it. The node 

is split if its gain is greater than the minimal gain. A higher value of minimal gain results 

in fewer splits and thus a smaller tree. A too high value will completely prevent splitting 

and a tree with a single node is generated. The minimal leaf size is the size of a leaf node 

is the number of examples in its subset. The tree is generated in such a way that every leaf 

node subset has at least the minimum leaf size number of instances.  

                         Nonetheless, all parameter of decision tree techniques that focus is random 

customized from the default which can be seen in Figure 4.13. 

 

          4.4.2 Naïve Bayes (NB) 

                         A Naive Bayes classifier is a simple probabilistic classifier based on 

applying Bayes' theorem (from Bayesian statistics) with strong (naive) independence 

assumptions. A more descriptive term for the underlying probability model would be 

'independent feature model'. In simple terms, a Naive Bayes classifier assumes that the 

Default Customization

20 ±5

25% ±5%

Minimal Gain 10% ±5%

Minimal Leaf Size 2 3,4
Pre-pruning

Maximum Depth

Pruning: Confidence Level

Decision tree Parameter
Random
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presence (or absence) of a particular feature of a class (i.e. attribute) is unrelated to the 

presence (or absence) of any other feature. The advantage of the Naive Bayes classifier is 

that it only requires a small amount of training data to estimate the means and variances of 

the variables necessary for classification. Because independent variables are assumed, only 

the variances of the variables for each label need to be determined and not the entire 

covariance matrix. Thus, the parameter setting of this method can be separated into 2 types 

of using Laplace correction or not using Laplace correction. The Laplace correction is an 

expert parameter. This parameter indicates if Laplace correction should be used to prevent 

the high influence of zero probabilities. There is a simple trick to avoid zero probabilities. 

We can assume that our training set is so large that adding one to each count that we need 

would only make a negligible difference in the estimated probabilities, yet would avoid the 

case of zero probability values. This technique is known as Laplace correction. 

 

           4.4.3 Artificial Neural Network (ANN) 

                        An artificial neural network (ANN) is a mathematical model or 

computational model that is inspired by the structure and functional aspects of biological 

neural networks. A neural network consists of an interconnected group of artificial neurons 

and it processes information using a connectionist approach to computation. In most cases, 

an ANN is an adaptive system that changes its structure based on external or internal 

information that flows through the network during the learning phase. Modern neural 

networks are usually used to model complex relationships between inputs and outputs or 

to find patterns in data. The parameter customizing of this algorithm is can be divided into 

3 categories of hidden layers, training cycles, and Learning rate. An overall parameter that 

using in RapidMiner Studio program can be described as follows. It can be seen in Figure 

4.14.                  

                         4.4.3.1 Hidden Layers 

                                     This parameter describes the name and the size of all hidden layers 

which can define the structure of the neural network with this parameter. Each list entry 

describes a new hidden layer. Each entry requires the name and size of the hidden layer. 
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The layer name can be chosen arbitrarily. It is only used for displaying the model. Note 

that the actual number of nodes will be one more than the value specified as hidden layer 

size because an additional constant node will be added to each layer. This node will not be 

connected to the preceding layer. If the hidden layer size value is set to -1 the layer size 

would be calculated from the number of attributes of the input example set. In this case, 

the layer size will be set to (number of attributes + number of classes) / 2 + 1. If the user 

does not specify any hidden layers, a default hidden layer with sigmoid type and size equal 

to (number of attributes + number of classes) / 2 + 1 will be created and added to the net. 

If only a single layer without nodes is specified, the input nodes are directly connected to 

the output nodes and no hidden layer will be used. 

                         4.4.3.2 Training cycles 

                                     This parameter specifies the number of training cycles used for the 

neural network training. In back-propagation, the output values are compared with the 

correct answer to compute the value of some predefined error-function. The error is then 

fed back through the network. Using this information, the algorithm adjusts the weights of 

each connection in order to reduce the value of the error function by some small amount. 

This process is repeated n number of times. n can be specified using this parameter.  

                         4.4.3.3 Learning rate 

                                     This parameter determines how much we change the weights at 

each step. It should not be 0. 

 

           4.4.4 Support Vector Machine (SVM) 

                        A support vector machine constructs a hyper plane or set of hyper planes in 

a high- or infinite- dimensional space, which can be used for classification, regression, or 

other tasks. Intuitively, a good separation is achieved by the hyper plane that has the largest 

distance to the nearest training data points of any class (so-called functional margin), since 

in general the larger the margin the lower the generalization error of the classifier. Whereas 

the original problem may be stated in a finite dimensional space, it often happens that the 

sets to discriminate are not linearly separable in that space. For this reason, it was proposed 
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that the original finite-dimensional space would be mapped into a much higher-

dimensional space, presumably making the separation easier in that space. To keep the 

computational load reasonable, the mapping used by SVM schemes are designed to ensure  

 

 

 

Figure 4.14 ANN Parameter Random Customization 

 

that dot products may be computed easily in terms of the variables in the original space, by 

defining them in terms of a kernel function K (x, y) selected to suit the problem. The hyper 

planes in the higher dimensional space are defined as the set of points whose inner product 

with a vector in that space is constant. However, this algorithm is randomly customization 

the parameter in RapidMiner studio program which can be divided into three parameters 

of kernel type, gamma-value, C-value. 

                         4.4.4.1 Kernel type    

                                     The type of the kernel function is selected through this parameter 

which is provided into 4 functions of Linear function, Polynomial function (Poly), Radial 

Basis function (RBF), and Sigmoid function. The RBF kernel type is the default value. In 

general, the RBF kernel is a reasonable first choice. Here are a few guidelines regarding 

different kernel types. 

                         4.4.4.2 Gamma-value              

                                     This parameter is only available when the kernel type parameter is 

set to Linear, Poly, RBF or sigmoid. This parameter specifies gamma for polynomial, RBF, 

and sigmoid kernel functions. The value of gamma may play an important role in the SVM 

Default Customization

Hidden Layers 1 2,3,4

Training Cycles 500 ±100

Learning rate 30% ±5

Randomization
ANN Parameter
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model. Changing the value of gamma may change the accuracy of the resulting SVM 

model. So, it is a good practice to use cross-validation to find the optimal value of gamma. 

 

 

 

 

Figure 4.15 SVM Parameter Random Customization 

 

                         4.4.4.3 C-value 

                                     This parameter is only available when the svm type parameter is set 

to c-SVC, epsilon-SVR or nu-SVR. This parameter specifies the cost parameter C for c-

SVC, epsilon-SVR and nu-SVR. C is the penalty parameter of the error term. Furthermore, 

an overall parameter customizing from the default can be seen in Figure 4.15.    

 

4.5 Performance Evaluation 

       This research has proposed to evaluate the classification performance which can 

be divided into four categories of Accuracy, F-measure, Root mean square error, and 

Classification lead time. 

                4.5.1 Accuracy 

                         The relative number of correctly classified examples or in other words 

percentage of correct predictions which can be calculated based on the confusion matrix. 

 

                4.5.2 F-measure 

                         The F-measure is defined as the weighted harmonic mean of its precision 

and recall which is also can be calculated based on the confusion matrix. A recall is the 

Default

Kernel type   RBF Poly Linear Sigmoid

Gamma-value             0

C-value 0

0.1, 0.2

50, 100

Customization
SVM Parameter

Randomization



47 
 

ratio of a number of events that can correctly recall to number of all correct events. 

Precision is the ratio of a number of events that can correctly recall to a number all events 

recall. In other words, it is how precise of the recall. And both also can be calculated based 

on confusion matrix. 

              

 4.5.3 Root Mean Square Error (RMSE) 

                        The RMSE is the standard deviation of the predictions from the ground-

truth. Furthermore, this is one way to measure the performance of a classifier which 

considers the error rate or number of misclassifications.  

 

                4.5.4 Classification Lead time (Time)  

                         The lead time is one of the performance evaluation of data classification 

which is focusing on the processing lead time that each classifier using for computation 

and prediction. The processing lead time is starting since running the program until stop 

and shows the data classification result.  

    Nonetheless, this research has proposed to compare the classification 

performance of each classifier by considering the highest score of accuracy rate and the 

lowest score of error rate which conduct the performance evaluation via the RapidMiner 

studio 7.4 can be It can be seen the summary of performance evaluation in Figure 4.16.                
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Figure 4.16 Summary of Performance Evaluation Method 

  

4.6 Data Classification via RapidMiner Studio 7.4 

           The classification process of this research has been performed in RapidMiner 

studio 7.4 program which can be seen the programming diagram in Figure 4.17. 



49 
 

 

 

Figure 4.17 Process diagram of Data Classification in RapidMiner studio 7.4 Program 

 

       4.6.1 Read csv/excel 

                        The starting of data classification in RapidMiner studio program retrieves 

the dataset which prepared in excel file or csv file type. The dataset that prepared in excel 

file will be passed the preparation process which arrange the data of attribute in each 

column of excel and starting from first attribute to the labeled or the result of classes. It can 

be seen in Figure 41. First, performed to select the read csv/excel in operators’ module as 
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step number1-2. Second, click the Read csv operators to process space as step number3 

which these processes can be seen in Figure 4.18 – 4.20.     

 

 

 

Figure 4.18 The Sample of Dataset Preparation in Excel File 

 

 

 

Figure 4.19 Read Excel/CSV File Process-1 

NRadius1 NTexture1 NPerimeter1 NArea1 NSmoothness1 NCompactness1 NConcavity1 NConcave_points1 NSymmetry1 NFractal_dimension1 Result

0.21009 0.36084 0.72459 0.10291 0.80909 0.81288 0.5644 0.52239 0.77778 1  M

0.25884 0.20257 0.26798 0.14151 0.68182 0.46319 0.37002 0.40299 0.5202 0.55319  M

0.67107 0.45079 0.6455 0.53468 0.37273 0.2546 0.25761 0.09733 0.35859 0.06383  M

0.37905 0.52384 0.35761 0.23555 0.37273 0.09816 0.05621 0.14428 0.25253 0.10638  M

0.57215 0.51065 0.584 0.40742 0.34545 0.6135 0.49415 0.49751 0.63131 0.2766  M

0.29812 0.35746 0.30081 0.17039 0.46364 0.38344 0.22951 0.30846 0.4596 0.17343  M

0.56601 0.4092 0.28768 0.16458 0.4 0.2638 0.19438 0.26368 0.34848 0.25532  M

0.3658 0.40176 0.35768 0.21777 0.55455 0.3589 0.89513 0.40299 0.4899 0.38298  M

0.07653 0.38113 0.07512 0.03321 0.64545 0.21779 0.07026 0.04478 0.38889 0.38298  B

0.26972 0.47785 0.26881 0.1508 0.53636 0.32822 0.26464 0.34328 0.42424 0.34043  M

0.11756 0.38214 0.11278 0.0534 0.46364 0.07048 0.05152 0.07463 0.33333 0.40426  B

0.27446 0.22929 0.25969 0.15228 0.40909 0.10123 0.08665 0.14428 0.26768 0.14894  B

0.48365 0.66901 0.48656 0.33336 0.49091 0.50307 0.39578 0.39303 0.43939 0.31915  M

0.25221 0.2303 0.24463 0.13888 0.35455 0.15031 0.07963 0.11443 0.33333 0.19149  B

0.52388 0.21779 0.52802 0.36585 0.48182 0.60123 0.39344 0.53731 0.55051 0.3617  M

0.39704 0.44133 0.38981 0.24802 0.35455 0.26074 0.2623 0.37313 0.33333 0.23404  M

0.1328 0.34596 0.1266 0.06405 0.44545 0.10429 0.01639 0.0398 0.14646 0.40426  B

0.31374 0.47555 0.30585 0.1863 0.38182 0.20245 0.20141 0.22388 0.27778 0.19149  M

0.24606 0.36557 0.23101 0.1337 0.24545 0.06442 0.05621 0.08955 0.34343 0.14894  B

0.29008 0.19784 0.30005 0.16403 0.79091 0.4816 0.48478 0.47761 0.43434 0.57447  M

0.81731 0.35475 0.8459 0.68611 0.83636 0.82209 1 1 0.80808 0.40426  M

0.30238 0.2259 0.29238 0.17391 0.16364 0.16564 0.1897 0.1393 0.18182 0.17021  B
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Figure 4.20 Read Excel/CSV File Process-2 

 

 

 

Figure 4.21 The Cross-Validation Process 
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Figure 4.22 Machine Learning Selection Process 

 

 

 

Figure 4.23 Parameter Setting Process 

 

        4.6.2 Cross validation 

                         The cross-validation process in RapidMiner program is conducted by select 

the validation operator in operator's module, thus drag them to process space module. it 

can be seen in number 4-6 and after that, a user can adjust the cross-validation parameter 

which shown on a number 7. It can be seen in Figure 4.21. 
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                4.6.3 Machine Learning Selection 

                         Based on the cross-validation process that completed, the user can be done 

of the machine learning selection process by double click for cross-validation block in 

number 6 of Figure 4.21 and after that select the machine learning operator in operator's 

module and drag them to cross-validation space that shown in number 8-11. It can be seen 

in Figure 4.22 – 4.23.  

 

 

 

Figure 4.24 Apply Model Process 

 

 

 

Figure 4.25 Performance Selection Process 

16

17

18

19
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        4.6.4 Parameter setting 

                         The parameter setting can be performed by using the parameter module as 

can be seen in number 12 which the parameter item will be different in each machine 

learning algorithm. It can be seen in Figure 4.23. 

 

                4.6.5 Apply model 

                         After completing the machine learning selection and parameters setting, the 

user can apply the model by select the apply operator from the operator's module and drop 

on the space as can be seen in a number 13-15. It can be seen in Figure 4.24. 

 

                4.6.6 Performance Selection 

                         The performance selection process can be done by select the performance 

operator and drag to space which shown on the number 16-18. After that, the user can select 

the performances which are the objectives of the research as can be seen in number 19. It 

can be seen in Figure 4.25.   

 

 4.6.7 Run program 

                        Based on the operator put on each part of the RapidMiner program which 

can be seen since number 1-19. The use must be put the connection line between operators 

which can be seen in number 20-22. After that, the user can run the program to getting the 

classification result as can be seen in number 23 of Figure 4.26. 

 

 4.6.8 Results 

                         The result of each performance proposed can be shown after the program 

running completed which user should be press the result's module that can be seen in a 

number 24. Subsequently, the performance results are contained in the performance vector 

of number 25. The confusion matrix is shown in number 26 and the model simulation is 

shown in a number 27 which can be seen in Figure 4.27. 
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Figure 4.26 Run Program 
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Figure 4.27 The Performance Results in RapidMiner Studio 7.4 

 

Table 4.1 Full Combination Evaluation of Data Classification 

Classifier Parameter 

No. of 

Customize-

value 

Full 

Combination 

Evaluation 

Decision Tree k-fold 2 

162 

  Max Depth 3 

  Confidence level 3 

  Min Gain 3 

  

Minimal leaf size 

 3 
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Table 4.1 Full Combination Evaluation of Data Classification (Cont.) 

Classifier Parameter 

No. of 

Customize-

value 

Full 

Combination 

Evaluation 

Naïve Bayes k-fold 2 
4 

  Laplace correction 2 

Artificial Neural Network k-fold 2 

72 
  Hidden Layer 4 

  Training Cycle 3 

  Learning rate 3 

Support Vector Machine k-fold 2 
60                                  

(Gamma=N/A for 

Linear function) 

  Kernel type 4 

  Gamma 3 

  C-Value 3 

    

 

             This research has conducted the performance evaluation of data classification in 

each classifier by random the parameter customization. However, the full combination 

method is performed in order to evaluate the performance which considering the number 

of the parameter and the number of customizing values. It can be seen in table 4.1. The 

highest performance can be considered from the highest percentage of accuracy, lowest the 

ratio of RMSE, and shortest of classification lead time.   

             

4.7 The Performance of Decision tree (DT) 

           This classifier has conducted to evaluate the performance of 162 combinations 

which considered from five factors of k-fold, max depth, confidence level, min gain, and 

minimal leaf size. The classification result shown the highest percentage of accuracy with 

94.90% which provided the RMSE with 0.215, and the shortest classification lead time 

with 1.53 sec. However, the classification result of parameter customizations can be seen 
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in Figure 4.28 – 4.32. Moreover, the highest performance of this technique is shown in the 

gray color as can be seen in Figure 4.28. 

 

 

 

Figure 4.28 The Performance Evaluation of Decision Tree Technique-1 

Decision tree: Evaluation performance result-1 Decision tree: Evaluation performance result-2
Pruning Pruning 

Confidence 

 Level %

Min 

Gain%

Minimal 

Leaf size

Confidence 

 Level %

Min 

Gain%

Minimal 

Leaf size

1 5 20 25 10% 2 92.96 0.232 1.49 51 5 25 20 15% 4 94.38 0.225 1.62

2 5 20 25 10% 3 94.72 0.217 1.52 52 5 25 20 5% 2 92.96 0.232 1.60

3 5 20 25 10% 4 94.38 0.225 1.52 53 5 25 20 5% 3 94.72 0.217 1.60

4 5 20 25 15% 2 92.96 0.232 1.49 54 5 25 20 5% 4 94.38 0.225 1.50

5 5 20 25 15% 3 94.72 0.217 1.52 55 5 15 25 10% 2 92.96 0.232 1.66

6 5 20 25 15% 4 94.38 0.225 1.52 56 5 15 25 10% 3 94.72 0.217 1.49

7 5 20 25 5% 2 92.96 0.232 1.49 57 5 15 25 10% 4 94.38 0.225 1.49

8 5 20 25 5% 3 94.72 0.217 1.52 58 5 15 25 15% 2 92.96 0.232 1.53

9 5 20 25 5% 4 94.38 0.225 1.52 59 5 15 25 15% 3 94.72 0.217 1.56

10 5 20 30 10% 2 94.72 0.219 1.50 60 5 15 25 15% 4 94.38 0.225 1.55

11 5 20 30 10% 3 94.90 0.215 1.75 61 5 15 25 5% 2 92.96 0.232 1.53

12 5 20 30 10% 4 94.20 0.227 1.50 62 5 15 25 5% 3 94.72 0.217 1.56

13 5 20 30 15% 2 94.73 0.219 1.50 63 5 15 25 5% 4 94.38 0.225 1.58

14 5 20 30 15% 3 94.90 0.215 1.53 64 5 15 30 10% 2 94.73 0.219 1.56

15 5 20 30 15% 4 94.20 0.227 1.58 65 5 15 30 10% 3 94.90 0.215 1.53

16 5 20 30 5% 2 94.73 0.219 1.55 66 5 15 30 10% 4 94.20 0.227 1.53

17 5 20 30 5% 3 94.90 0.215 1.70 67 5 15 30 15% 2 94.73 0.219 1.76

18 5 20 30 5% 4 94.20 0.227 1.55 68 5 15 30 15% 3 94.90 0.215 1.53

19 5 20 20 10% 2 92.96 0.232 1.59 69 5 15 30 15% 4 94.20 0.227 1.60

20 5 20 20 10% 3 94.72 0.217 1.72 70 5 15 30 5% 2 94.73 0.219 1.59

21 5 20 20 10% 4 94.38 0.225 1.63 71 5 15 30 5% 3 94.90 0.215 1.53

22 5 20 20 15% 2 92.96 0.232 1.57 72 5 15 30 5% 4 94.20 0.227 1.60

23 5 20 20 15% 3 94.72 0.217 1.53 73 5 15 20 10% 2 92.96 0.232 1.69

24 5 20 20 15% 4 94.38 0.225 1.52 74 5 15 20 10% 3 94.72 0.217 1.60

25 5 20 20 5% 2 92.96 0.232 1.66 75 5 15 20 10% 4 94.38 0.225 1.58

26 5 20 20 5% 3 94.72 0.217 1.55 76 5 15 20 15% 2 92.96 0.232 1.51

27 5 20 20 5% 4 94.38 0.225 1.62 77 5 15 20 15% 3 94.72 0.217 1.53

28 5 25 25 10% 2 92.96 0.232 1.62 78 5 15 20 15% 4 94.38 0.225 1.56

29 5 25 25 10% 3 94.72 0.217 1.72 79 5 15 20 5% 2 92.96 0.232 1.62

30 5 25 25 10% 4 94.38 0.225 1.60 80 5 15 20 5% 3 94.72 0.217 1.59

31 5 25 25 15% 2 92.96 0.232 1.96 81 5 15 20 5% 4 94.38 0.225 1.58

32 5 25 25 15% 3 94.72 0.217 1.89 82 10 20 25 10% 2 92.80 0.241 1.75

33 5 25 25 15% 4 94.38 0.225 1.81 83 10 20 25 10% 3 92.80 0.238 1.62

34 5 25 25 5% 2 92.96 0.232 1.60 84 10 20 25 10% 4 92.62 0.237 1.62

35 5 25 25 5% 3 94.72 0.217 1.63 85 10 20 25 15% 2 92.80 0.241 1.75

36 5 25 25 5% 4 94.38 0.217 1.59 86 10 20 25 15% 3 92.80 0.238 1.58

37 5 25 30 10% 2 94.73 0.219 1.56 87 10 20 25 15% 4 92.62 0.237 1.63

38 5 25 30 10% 3 94.90 0.215 1.83 88 10 20 25 5% 2 92.80 0.241 1.66

39 5 25 30 10% 4 94.20 0.227 1.58 89 10 20 25 5% 3 92.80 0.238 1.59

40 5 25 30 15% 2 94.73 0.219 1.81 90 10 20 25 5% 4 92.62 0.237 1.56

RMSE Lead 

time 

(sec)
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time 

(sec)
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Depth.

Pre-pruning %AccNo k-
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Pre-pruning %Acc RMSE
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Figure 4.29 The Performance Evaluation of Decision Tree Technique-2 

 

 

 

Figure 4.30 The Accuracy Result of Decision Tree 

Decision tree: Evaluation performance result-3 Decision tree: Evaluation performance result-4
Pruning Pruning 

Confidence 

 Level %

Min 

Gain%

Minimal 

Leaf size

Confidence 

 Level %

Min 

Gain%

Minimal 

Leaf size

41 5 25 30 15% 3 94.90 0.215 1.65 91 10 20 30 10% 2 92.97 0.240 1.59

42 5 25 30 15% 4 94.20 0.227 1.65 92 10 20 30 10% 3 92.80 0.239 1.63

43 5 25 30 5% 2 94.73 0.219 1.60 93 10 20 30 10% 4 93.32 0.236 1.66

44 5 25 30 5% 3 94.90 0.215 1.56 94 10 20 30 15% 2 92.97 0.240 1.59

45 5 25 30 5% 4 94.20 0.227 1.53 95 10 20 30 15% 3 92.80 0.239 1.63

46 5 25 20 10% 2 92.96 0.232 1.49 96 10 20 30 15% 4 93.32 0.236 1.76

47 5 25 20 10% 3 94.72 0.217 1.58 97 10 20 30 5% 2 92.97 0.240 1.66

48 5 25 20 10% 4 94.38 0.225 1.49 98 10 20 30 5% 3 92.80 0.236 1.53

49 5 25 20 15% 2 92.96 0.232 1.66 99 10 20 30 5% 4 93.32 0.236 1.56

50 5 25 20 15% 3 94.72 0.217 1.58 100 10 20 20 10% 2 92.80 0.241 1.66

101 10 20 20 10% 3 92.80 0.238 1.60 132 10 25 20 15% 4 92.62 0.237 1.59

102 10 20 20 10% 4 92.62 0.237 1.57 133 10 25 20 5% 2 92.80 0.241 1.56

103 10 20 20 15% 2 92.80 0.241 1.55 134 10 25 20 5% 3 92.80 0.238 1.59

104 10 20 20 15% 3 92.80 0.238 1.56 135 10 25 20 5% 4 92.62 0.237 1.56

105 10 20 20 15% 4 92.62 0.237 1.55 136 10 15 25 10% 2 92.80 0.241 1.63

106 10 20 20 5% 2 92.80 0.241 1.60 137 10 15 25 10% 3 92.80 0.238 1.58

107 10 20 20 5% 3 92.80 0.238 1.59 138 10 15 25 10% 4 92.62 0.237 1.63

108 10 20 20 5% 4 92.62 0.237 1.70 139 10 15 25 15% 2 92.80 0.241 1.59

109 10 25 25 10% 2 92.80 0.241 1.56 140 10 15 25 15% 3 92.80 0.238 1.56

110 10 25 25 10% 3 92.80 0.238 1.59 141 10 15 25 15% 4 92.62 0.237 1.59

111 10 25 25 10% 4 92.62 0.237 1.56 142 10 15 25 5% 2 92.80 0.241 1.60

112 10 25 25 15% 2 92.80 0.241 1.69 143 10 15 25 5% 3 92.80 0.238 1.59

113 10 25 25 15% 3 92.80 0.238 1.59 144 10 15 25 5% 4 92.62 0.237 1.56

114 10 25 25 15% 4 92.62 0.237 1.56 145 10 15 30 10% 2 92.97 0.240 1.54

115 10 25 25 5% 2 92.80 0.241 1.68 146 10 15 30 10% 3 92.80 0.239 1.50

116 10 25 25 5% 3 92.80 0.238 1.56 147 10 15 30 10% 4 93.32 0.236 1.62

117 10 25 25 5% 4 92.62 0.237 1.59 148 10 15 30 15% 2 92.97 0.240 1.53

118 10 25 30 10% 2 92.97 0.240 1.58 149 10 15 30 15% 3 92.80 0.239 1.56

119 10 25 30 10% 3 92.80 0.239 1.56 150 10 15 30 15% 4 93.32 0.236 1.56

120 10 25 30 10% 4 93.32 0.236 1.62 151 10 15 30 5% 2 92.97 0.240 1.66

121 10 25 30 15% 2 92.97 0.240 1.53 152 10 15 30 5% 3 92.80 0.239 1.66

122 10 25 30 15% 3 92.80 0.239 1.66 153 10 15 30 5% 4 93.32 0.236 1.62

123 10 25 30 15% 4 93.32 0.236 1.62 154 10 15 20 10% 2 92.80 0.241 1.64

124 10 25 30 5% 2 92.97 0.240 1.65 155 10 15 20 10% 3 92.80 0.238 1.59

125 10 25 30 5% 3 92.80 0.239 1.56 156 10 15 20 10% 4 92.62 0.237 1.56

126 10 25 30 5% 4 93.32 0.236 1.62 157 10 15 20 15% 2 92.80 0.241 1.76

127 10 25 20 10% 2 92.80 0.241 1.63 158 10 15 20 15% 3 92.80 0.238 1.59

128 10 25 20 10% 3 92.80 0.238 1.62 159 10 15 20 15% 4 92.62 0.237 1.56

129 10 25 20 10% 4 92.62 0.237 1.56 160 10 15 20 5% 2 92.80 0.241 1.76

130 10 25 20 15% 2 92.80 0.241 1.79 161 10 15 20 5% 3 92.80 0.238 1.56

131 10 25 20 15% 3 92.80 0.238 1.56 162 10 15 20 5% 4 92.62 0.237 1.59
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time 

(sec)

Lead 

time 

(sec)
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Figure 4.31 The RMSE Result of Decision Tree 

 

 

 

Figure 4.32 The classification lead time of Decision tree 

 

       Furthermore, the appropriate of parameter customizing can predict and show the 

classification result in RapidMiner studio 7.4 program which declares into two categories 

of confusion matrix table and decision tree model. It can be seen in Figure 4.33 - 4.34 

respectively. 

 

 

 

Figure 4.33 The Confusion Matrix of the Decision Tree 
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Figure 4.34 The Decision Tree Model from RapidMiner studio 7.4 Program 

 

4.8 The Performance of Naïve Bayes (NB)  

       This classifier has conducted to evaluate the performance of 4 combinations 

which customize two factors of k-fold and Laplace correction using. The classification 

result shows the highest percentage of accuracy with 92.26% which provided the error ratio 

of RMSE with 0.258, and the classification lead time with 0.52 sec. Nonetheless, the 

classification result of parameter customizations can be seen in Figure 4.35-4.38 which 

shown the highest performance in the gray color as can be seen in Figure 4.35. 

 

 

 

Figure 4.35 The Performance Evaluation of Naïve Bayes Technique 

No k-fold Laplace 

Using

(%) Accuracy RMSE Lead time 

(sec)

1 5 Yes 92.26 0.258 0.52

2 5 No 92.26 0.258 0.52

3 10 Yes 92.10 0.263 0.62

4 10 No 92.10 0.263 0.62
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Figure 4.36 The Accuracy Result of Naïve Bayes 

 

 

 

Figure 4.37 The RMSE Result of Naïve Bayes 

 

 

 

Figure 4.38 The Classification Lead Time of Naïve Bayes 
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       Moreover, the appropriate of parameter customizing can predict and show the 

classification result in RapidMiner studio 7.4 program which declares into two categories 

of statistical and confusion matrix which can be seen in Figure 4.39-4.41 respectively. 

 

 

 

Figure 4.39 The Sample of Distribution Result of the Attribute of Naive Bayes. 

 

NConcavity1 NConcave_points1 NSymmetry1

NFractal_dimension1

NRadius1 NTexture1 NPerimeter1

NArea1 NSmoothness1 NCompactness1
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Figure 4.40 The Statistical Value of Each Attribute from Naïve Bayes 

 

 

Attribute Parameter Class: M Class: B Attribute Parameter Class: M Class: B

NRadius1 mean 0.4958 0.2599 NRadius3 mean 0.4650 0.2078

NRadius1 standard deviation 0.1595 0.1265 NRadius3 standard deviation 0.1574 0.1120

NTexture1 mean 0.4110 0.2865 NTexture3 mean 0.4705 0.3121

NTexture1 standard deviation 0.1545 0.1492 NTexture3 standard deviation 0.1597 0.1552

NPerimeter1 mean 0.5014 0.2426 NPerimeter3 mean 0.4522 0.1995

NPerimeter1 standard deviation 0.1607 0.0972 NPerimeter3 standard deviation 0.1580 0.1173

NArea1 mean 0.3583 0.1514 NArea3 mean 0.3124 0.1185

NArea1 standard deviation 0.1702 0.1204 NArea3 standard deviation 0.1590 0.1326

NSmoothness1 mean 0.4561 0.3679 NSmoothness3 mean 0.4899 0.3623

NSmoothness1 standard deviation 0.1324 0.1395 NSmoothness3 standard deviation 0.1514 0.1471

NCompactness1 mean 0.3929 0.1961 NCompactness3 mean 0.3439 0.1652

NCompactness1 standard deviation 0.1691 0.1227 NCompactness3 standard deviation 0.1732 0.1264

NConcavity1 mean 0.3854 0.1299 NConcavity3 mean 0.3672 0.1525

NConcavity1 standard deviation 0.1904 0.1504 NConcavity3 standard deviation 0.1540 0.1480

NConcave_points1 mean 0.4395 0.1432 NConcave_points3 mean 0.6188 0.2659

NConcave_points1 standard deviation 0.1777 0.1223 NConcave_points3 standard deviation 0.1777 0.1426

NSymmetry1 mean 0.4435 0.3541 NSymmetry3 mean 0.3345 0.2421

NSymmetry1 standard deviation 0.1563 0.1410 NSymmetry3 standard deviation 0.1575 0.1313

NFractal_dimension1 mean 0.2714 0.2873 NFractal_dimension3 mean 0.2466 0.1735

NFractal_dimension1 standard deviation 0.1668 0.1662 NFractal_dimension3 standard deviation 0.1575 0.1266

NRadius2 mean 0.1952 0.0868

NRadius2 standard deviation 0.1552 0.1360

NTexture2 mean 0.2088 0.2023

NTexture2 standard deviation 0.1389 0.1542

NPerimeter2 mean 0.1919 0.0801

NPerimeter2 standard deviation 0.1636 0.1206

NArea2 mean 0.1443 0.0473

NArea2 standard deviation 0.1590 0.1087

NSmoothness2 mean 0.1508 0.1635

NSmoothness2 standard deviation 0.1433 0.1381

NCompactness2 mean 0.2387 0.1751

NCompactness2 standard deviation 0.1584 0.1742

NConcavity2 mean 0.1230 0.0894

NConcavity2 standard deviation 0.1117 0.1463

NConcave_points2 mean 0.3017 0.1990

NConcave_points2 standard deviation 0.1371 0.1389

NSymmetry2 mean 0.1855 0.1959

NSymmetry2 standard deviation 0.1582 0.1377

NFractal_dimension2 mean 0.1188 0.1105

NFractal_dimension2 standard deviation 0.1041 0.1410
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Figure 4.41 The Confusion Matrix of the Naïve Bayes 

 

 

 

Figure 4.42 The Performance Evaluation of Artificial Neural Network Technique 

No k-

fold

Hidden 

Layer

Training 

 Cycle

Learning 

 rate

%Acc RMSE Lead 

time 

(sec)

No k-

fold

Hidden 

Layer

Training 

 Cycle

Learning 

 rate

%Acc RMSE Lead 

time 

(sec)

1 5 1 500 30% 93.67 0.227 11.35 37 10 1 500 30% 94.21 0.217 20.29

2 5 1 500 35% 95.08 0.210 10.76 38 10 1 500 35% 94.56 0.211 20.33

3 5 1 500 25% 93.85 0.226 10.58 39 10 1 500 25% 94.03 0.227 20.25

4 5 1 600 30% 94.02 0.225 12.90 40 10 1 600 30% 94.21 0.216 24.33

5 5 1 600 35% 94.38 0.218 12.36 41 10 1 600 35% 94.56 0.210 24.23

6 5 1 600 25% 94.38 0.222 12.49 42 10 1 600 25% 93.86 0.227 24.55

7 5 1 400 30% 94.20 0.223 9.13 43 10 1 400 30% 94.91 0.206 16.20

8 5 1 400 35% 94.90 0.216 8.62 44 10 1 400 35% 94.73 0.210 16.17

9 5 1 400 25% 94.02 0.220 9.03 45 10 1 400 25% 93.86 0.223 16.33

10 5 2 500 30% 94.02 0.230 15.21 46 10 2 500 30% 94.03 0.229 37.93

11 5 2 500 35% 94.55 0.221 19.22 47 10 2 500 35% 93.33 0.239 38.00

12 5 2 500 25% 94.02 0.231 19.19 48 10 2 500 25% 92.98 0.245 38.37

13 5 2 600 30% 94.20 0.224 23.79 49 10 2 600 30% 94.03 0.227 46.12

14 5 2 600 35% 94.37 0.223 23.13 50 10 2 600 35% 93.50 0.234 45.92

15 5 2 600 25% 93.85 0.235 23.00 51 10 2 600 25% 92.80 0.246 45.59

16 5 2 400 30% 94.55 0.222 15.56 52 10 2 400 30% 94.03 0.227 30.68

17 5 2 400 35% 94.55 0.217 15.43 53 10 2 400 35% 94.03 0.228 30.76

18 5 2 400 25% 94.02 0.221 15.56 54 10 2 400 25% 93.86 0.230 30.80

19 5 3 500 30% 94.02 0.235 25.67 55 10 3 500 30% 94.56 0.222 48.33

20 5 3 500 35% 94.02 0.232 24.48 56 10 3 500 35% 94.21 0.219 48.50

21 5 3 500 25% 93.85 0.234 24.42 57 10 3 500 25% 94.21 0.229 49.10

22 5 3 600 30% 94.20 0.233 25.50 58 10 3 600 30% 94.21 0.226 57.89

23 5 3 600 35% 93.85 0.239 29.85 59 10 3 600 35% 94.38 0.221 58.12

24 5 3 600 25% 93.85 0.234 29.82 60 10 3 600 25% 94.21 0.233 58.17

25 5 3 400 30% 94.02 0.235 20.06 61 10 3 400 30% 94.03 0.223 38.89

26 5 3 400 35% 94.55 0.221 19.72 62 10 3 400 35% 95.08 0.194 38.89

27 5 3 400 25% 93.85 0.228 19.66 63 10 3 400 25% 94.21 0.224 38.87

28 5 4 500 30% 93.85 0.237 34.72 64 10 4 500 30% 94.38 0.221 59.69

29 5 4 500 35% 93.32 0.247 35.06 65 10 4 500 35% 94.91 0.212 59.95

30 5 4 500 25% 93.32 0.241 44.47 66 10 4 500 25% 94.56 0.21 76.99

31 5 4 600 30% 93.67 0.241 47.62 67 10 4 600 30% 94.38 0.22 58.12

32 5 4 600 35% 93.49 0.242 47.12 68 10 4 600 35% 94.03 0.225 58.72

33 5 4 600 25% 93.32 0.245 39.69 69 10 4 600 25% 94.73 0.217 59.45

34 5 4 400 30% 94.02 0.232 39.72 70 10 4 400 30% 95.06 0.201 59.01

35 5 4 400 35% 93.67 0.233 32.59 71 10 4 400 35% 94.38 0.221 59.69

36 5 4 400 25% 94.20 0.229 35.46 72 10 4 400 25% 94.38 0.209 59.98
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4.9 The Performance of Artificial Neural Network (ANN) 

      This classifier has performed to evaluate the performance of 54 combinations which 

considered from four factors of k-fold, hidden layer, training cycle, and learning rate. The 

classification result shown the highest percentage of accuracy with 95.08% which the error 

of RMSE with 0.194, and the classification lead time with 38.89 sec. However, the 

classification result of parameter customizations can be seen in Figure 4.42-4.45 Moreover, 

the highest performance of this technique is shown in the gray color as can be seen in 

Figure 4.42. 

 

 

 

Figure 4.43 The Accuracy Result of ANN 

 

 

 

Figure 4.44 The RMSE Result of ANN 
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Figure 4.45 The Classification Lead Time of ANN 

 

         Furthermore, the appropriate of parameter customizing can predict and show the 

classification result in RapidMiner studio 7.4 program which declares into three categories 

of ANN model, a hidden layer and output layer, and confusion matrix which can be seen 

in Figure 4.46-4.52 respectively. 

 

 

 

Figure 4.46 The ANN Model from RapidMiner Studio 7.4 Program 
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Figure 4.47 The Result of Hidden Layer 1 of ANN from RapidMiner Studio 7.4-1 

Hidden 1

========

Node 1 (Sigmoid) Node 2 (Sigmoid) Node 3 (Sigmoid) Node 4 (Sigmoid) Node 5 (Sigmoid)

---------------- ---------------- ---------------- ---------------- ----------------

NRadius1: 2.012 NRadius1: 1.569 NRadius1: 0.969 NRadius1: 0.760 NRadius1: 1.137

NTexture1: 2.477 NTexture1: 1.785 NTexture1: 1.420 NTexture1: 1.085 NTexture1: 1.680

NPerimeter1: 3.416 NPerimeter1: 2.176 NPerimeter1: 2.440 NPerimeter1: 1.404 NPerimeter1: 1.959

NArea1: 0.947 NArea1: 0.399 NArea1: 0.379 NArea1: -0.002 NArea1: 0.269

NSmoothness1: 0.255 NSmoothness1: 1.176 NSmoothness1: -0.104 NSmoothness1: 0.657 NSmoothness1: 1.413

NCompactness1: 0.534 NCompactness1: 0.712 NCompactness1: 0.755 NCompactness1: 0.763 NCompactness1: 1.052

NConcavity1: 4.429 NConcavity1: 3.432 NConcavity1: 3.208 NConcavity1: 2.290 NConcavity1: 3.666

NConcave_points1: 1.325 NConcave_points1: 1.129 NConcave_points1: 1.650 NConcave_points1: 1.099 NConcave_points1: 1.496

NSymmetry1: 1.338 NSymmetry1: 0.810 NSymmetry1: 0.509 NSymmetry1: 0.225 NSymmetry1: 0.500

NFractal_dimension1: -5.372 NFractal_dimension1: -3.449 NFractal_dimension1: -3.271 NFractal_dimension1: -2.011 NFractal_dimension1: -3.182

NRadius2: -0.200 NRadius2: -0.230 NRadius2: -0.229 NRadius2: -0.146 NRadius2: -0.186

NTexture2: -1.637 NTexture2: -0.249 NTexture2: -1.646 NTexture2: -0.394 NTexture2: -0.493

NPerimeter2: 1.792 NPerimeter2: 1.046 NPerimeter2: 1.633 NPerimeter2: 0.954 NPerimeter2: 1.453

NArea2: -1.602 NArea2: -0.991 NArea2: -0.854 NArea2: -0.382 NArea2: -0.925

NSmoothness2: 0.109 NSmoothness2: 0.614 NSmoothness2: -0.120 NSmoothness2: 0.384 NSmoothness2: 0.598

NCompactness2: -2.806 NCompactness2: -0.684 NCompactness2: -2.535 NCompactness2: -0.777 NCompactness2: -0.926

NConcavity2: 0.390 NConcavity2: 1.186 NConcavity2: -0.326 NConcavity2: 0.341 NConcavity2: 0.914

NConcave_points2: -1.323 NConcave_points2: -0.250 NConcave_points2: -1.622 NConcave_points2: -0.583 NConcave_points2: -0.565

NSymmetry2: -0.336 NSymmetry2: -0.517 NSymmetry2: -0.182 NSymmetry2: -0.261 NSymmetry2: -0.245

NFractal_dimension2: -3.523 NFractal_dimension2: -1.430 NFractal_dimension2: -2.809 NFractal_dimension2: -1.207 NFractal_dimension2: -1.598

NRadius3: 2.938 NRadius3: 1.441 NRadius3: 2.530 NRadius3: 1.314 NRadius3: 1.516

NTexture3: 5.303 NTexture3: 2.944 NTexture3: 3.954 NTexture3: 2.079 NTexture3: 3.100

NPerimeter3: 2.220 NPerimeter3: 1.457 NPerimeter3: 1.598 NPerimeter3: 1.110 NPerimeter3: 1.423

NArea3: 3.895 NArea3: 2.711 NArea3: 3.016 NArea3: 1.926 NArea3: 2.791

NSmoothness3: 1.840 NSmoothness3: 0.569 NSmoothness3: 2.312 NSmoothness3: 1.003 NSmoothness3: 0.871

NCompactness3: -0.186 NCompactness3: -0.718 NCompactness3: 0.403 NCompactness3: -0.200 NCompactness3: -0.737

NConcavity3: 2.771 NConcavity3: 1.424 NConcavity3: 2.480 NConcavity3: 1.268 NConcavity3: 1.712

NConcave_points3: 4.041 NConcave_points3: 2.526 NConcave_points3: 3.341 NConcave_points3: 1.965 NConcave_points3: 2.856

NSymmetry3: 2.052 NSymmetry3: -0.429 NSymmetry3: 1.984 NSymmetry3: -0.055 NSymmetry3: -0.343

NFractal_dimension3: -0.304 NFractal_dimension3: -1.985 NFractal_dimension3: 0.003 NFractal_dimension3: -1.098 NFractal_dimension3: -2.123

Bias: 4.781 Bias: 2.603 Bias: 3.292 Bias: 1.725 Bias: 2.952

Node 6 (Sigmoid) Node 7 (Sigmoid) Node 8 (Sigmoid) Node 9 (Sigmoid) Node 10 (Sigmoid)

---------------- ---------------- ---------------- ---------------- -----------------

NRadius1: 2.332 NRadius1: 1.208 NRadius1: 0.748 NRadius1: -1.736 NRadius1: 0.596

NTexture1: 2.262 NTexture1: 1.556 NTexture1: 1.229 NTexture1: -4.300 NTexture1: 1.286

NPerimeter1: 3.221 NPerimeter1: 1.632 NPerimeter1: 1.489 NPerimeter1: 3.301 NPerimeter1: 1.679

NArea1: 0.576 NArea1: 0.344 NArea1: 0.097 NArea1: -4.195 NArea1: -0.057

NSmoothness1: 1.042 NSmoothness1: 1.339 NSmoothness1: 0.953 NSmoothness1: -3.240 NSmoothness1: 1.010

NCompactness1: 0.419 NCompactness1: 0.809 NCompactness1: 0.841 NCompactness1: 3.812 NCompactness1: 1.201

NConcavity1: 4.117 NConcavity1: 3.243 NConcavity1: 2.730 NConcavity1: 1.257 NConcavity1: 3.198

NConcave_points1: 1.165 NConcave_points1: 1.183 NConcave_points1: 1.264 NConcave_points1: 5.717 NConcave_points1: 1.630

NSymmetry1: 1.320 NSymmetry1: 0.579 NSymmetry1: 0.312 NSymmetry1: -0.035 NSymmetry1: 0.078

NFractal_dimension1: -4.704 NFractal_dimension1: -2.803 NFractal_dimension1: -2.386 NFractal_dimension1: -0.745 NFractal_dimension1: -2.475

NRadius2: -0.271 NRadius2: -0.174 NRadius2: -0.181 NRadius2: 0.568 NRadius2: -0.137

NTexture2: -0.587 NTexture2: -0.156 NTexture2: -0.426 NTexture2: -4.311 NTexture2: -0.725

NPerimeter2: 1.074 NPerimeter2: 1.069 NPerimeter2: 1.217 NPerimeter2: 3.867 NPerimeter2: 1.605

NArea2: -1.249 NArea2: -0.876 NArea2: -0.536 NArea2: 1.827 NArea2: -0.644

NSmoothness2: 0.481 NSmoothness2: 0.644 NSmoothness2: 0.442 NSmoothness2: -1.347 NSmoothness2: 0.454

NCompactness2: -1.375 NCompactness2: -0.513 NCompactness2: -0.880 NCompactness2: -4.285 NCompactness2: -1.277

NConcavity2: 1.443 NConcavity2: 1.105 NConcavity2: 0.495 NConcavity2: -5.104 NConcavity2: 0.312

NConcave_points2: -0.431 NConcave_points2: -0.275 NConcave_points2: -0.606 NConcave_points2: -3.666 NConcave_points2: -0.860

NSymmetry2: -1.033 NSymmetry2: -0.278 NSymmetry2: -0.230 NSymmetry2: -0.536 NSymmetry2: -0.181

NFractal_dimension2: -2.271 NFractal_dimension2: -1.218 NFractal_dimension2: -1.364 NFractal_dimension2: -4.676 NFractal_dimension2: -1.763

NRadius3: 2.059 NRadius3: 1.188 NRadius3: 1.399 NRadius3: 7.881 NRadius3: 1.768

NTexture3: 3.984 NTexture3: 2.641 NTexture3: 2.417 NTexture3: 2.591 NTexture3: 2.942

NPerimeter3: 1.922 NPerimeter3: 1.288 NPerimeter3: 1.218 NPerimeter3: 0.257 NPerimeter3: 1.403

NArea3: 3.524 NArea3: 2.397 NArea3: 2.193 NArea3: 3.282 NArea3: 2.614

NSmoothness3: 0.704 NSmoothness3: 0.372 NSmoothness3: 0.962 NSmoothness3: 6.262 NSmoothness3: 1.421

NCompactness3: -0.648 NCompactness3: -0.763 NCompactness3: -0.395 NCompactness3: 1.882 NCompactness3: -0.312

NConcavity3: 1.759 NConcavity3: 1.392 NConcavity3: 1.444 NConcavity3: 1.850 NConcavity3: 1.824

NConcave_points3: 3.200 NConcave_points3: 2.313 NConcave_points3: 2.266 NConcave_points3: 3.925 NConcave_points3: 2.847

NSymmetry3: 0.008 NSymmetry3: -0.546 NSymmetry3: -0.087 NSymmetry3: 1.465 NSymmetry3: -0.064

NFractal_dimension3: -1.382 NFractal_dimension3: -2.112 NFractal_dimension3: -1.306 NFractal_dimension3: 8.986 NFractal_dimension3: -1.407

Bias: 3.503 Bias: 2.436 Bias: 2.165 Bias: 2.249 Bias: 2.670
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Figure 4.48 The Result of Hidden Layer 1 of ANN from RapidMiner Studio 7.4-2 

Node 11 (Sigmoid) Node 12 (Sigmoid) Node 13 (Sigmoid) Node 14 (Sigmoid) Node 15 (Sigmoid)

----------------- ----------------- ----------------- ----------------- -----------------

NRadius1: 0.274 NRadius1: 0.841 NRadius1: 0.831 NRadius1: 0.328 NRadius1: 0.250

NTexture1: 0.628 NTexture1: 1.199 NTexture1: 1.290 NTexture1: 0.479 NTexture1: 0.690

NPerimeter1: 1.300 NPerimeter1: 1.426 NPerimeter1: 1.667 NPerimeter1: 0.981 NPerimeter1: 1.367

NArea1: -0.349 NArea1: 0.083 NArea1: 0.132 NArea1: -0.236 NArea1: -0.423

NSmoothness1: 0.170 NSmoothness1: 0.937 NSmoothness1: 0.858 NSmoothness1: 0.211 NSmoothness1: 0.310

NCompactness1: 1.110 NCompactness1: 0.757 NCompactness1: 0.801 NCompactness1: 0.736 NCompactness1: 1.188

NConcavity1: 2.195 NConcavity1: 2.566 NConcavity1: 2.711 NConcavity1: 1.484 NConcavity1: 2.331

NConcave_points1: 1.475 NConcave_points1: 1.162 NConcave_points1: 1.224 NConcave_points1: 1.026 NConcave_points1: 1.509

NSymmetry1: -0.174 NSymmetry1: 0.282 NSymmetry1: 0.304 NSymmetry1: -0.138 NSymmetry1: -0.228

NFractal_dimension1: -1.516 NFractal_dimension1: -2.122 NFractal_dimension1: -2.515 NFractal_dimension1: -0.984 NFractal_dimension1: -1.587

NRadius2: -0.053 NRadius2: -0.174 NRadius2: -0.246 NRadius2: -0.018 NRadius2: -0.098

NTexture2: -0.851 NTexture2: -0.393 NTexture2: -0.432 NTexture2: -0.411 NTexture2: -0.779

NPerimeter2: 1.332 NPerimeter2: 1.037 NPerimeter2: 1.205 NPerimeter2: 0.840 NPerimeter2: 1.464

NArea2: -0.243 NArea2: -0.553 NArea2: -0.599 NArea2: -0.063 NArea2: -0.269

NSmoothness2: 0.322 NSmoothness2: 0.380 NSmoothness2: 0.464 NSmoothness2: 0.274 NSmoothness2: 0.311

NCompactness2: -1.042 NCompactness2: -0.923 NCompactness2: -0.890 NCompactness2: -0.590 NCompactness2: -1.164

NConcavity2: -0.377 NConcavity2: 0.515 NConcavity2: 0.475 NConcavity2: -0.141 NConcavity2: -0.343

NConcave_points2: -0.997 NConcave_points2: -0.609 NConcave_points2: -0.551 NConcave_points2: -0.705 NConcave_points2: -1.082

NSymmetry2: -0.271 NSymmetry2: -0.277 NSymmetry2: -0.270 NSymmetry2: -0.311 NSymmetry2: -0.407

NFractal_dimension2: -1.463 NFractal_dimension2: -1.248 NFractal_dimension2: -1.350 NFractal_dimension2: -0.873 NFractal_dimension2: -1.554

NRadius3: 1.677 NRadius3: 1.329 NRadius3: 1.465 NRadius3: 0.976 NRadius3: 1.747

NTexture3: 2.120 NTexture3: 2.373 NTexture3: 2.396 NTexture3: 1.461 NTexture3: 2.277

NPerimeter3: 1.179 NPerimeter3: 1.210 NPerimeter3: 1.222 NPerimeter3: 0.910 NPerimeter3: 1.274

NArea3: 2.037 NArea3: 2.097 NArea3: 2.228 NArea3: 1.384 NArea3: 2.180

NSmoothness3: 1.756 NSmoothness3: 0.880 NSmoothness3: 1.079 NSmoothness3: 1.106 NSmoothness3: 1.739

NCompactness3: 0.218 NCompactness3: -0.329 NCompactness3: -0.353 NCompactness3: 0.204 NCompactness3: 0.276

NConcavity3: 1.478 NConcavity3: 1.347 NConcavity3: 1.414 NConcavity3: 0.978 NConcavity3: 1.527

NConcave_points3: 2.265 NConcave_points3: 2.116 NConcave_points3: 2.263 NConcave_points3: 1.516 NConcave_points3: 2.395

NSymmetry3: 0.117 NSymmetry3: -0.143 NSymmetry3: -0.047 NSymmetry3: -0.001 NSymmetry3: 0.034

NFractal_dimension3: -0.832 NFractal_dimension3: -1.218 NFractal_dimension3: -1.341 NFractal_dimension3: -0.730 NFractal_dimension3: -0.811

Bias: 1.788 Bias: 1.919 Bias: 2.095 Bias: 0.970 Bias: 1.892

Node 16 (Sigmoid) Node 17 (Sigmoid)

----------------- -----------------

NRadius1: -0.395 NRadius1: 0.289

NTexture1: -0.987 NTexture1: 0.728

NPerimeter1: 1.598 NPerimeter1: 1.258

NArea1: -1.855 NArea1: -0.296

NSmoothness1: -1.052 NSmoothness1: 0.498

NCompactness1: 3.034 NCompactness1: 1.067

NConcavity1: 2.155 NConcavity1: 2.241

NConcave_points1: 2.686 NConcave_points1: 1.418

NSymmetry1: -1.987 NSymmetry1: -0.180

NFractal_dimension1: 0.886 NFractal_dimension1: -1.539

NRadius2: 0.359 NRadius2: -0.094

NTexture2: -2.349 NTexture2: -0.652

NPerimeter2: 1.529 NPerimeter2: 1.342

NArea2: 0.259 NArea2: -0.292

NSmoothness2: -0.281 NSmoothness2: 0.339

NCompactness2: -1.890 NCompactness2: -0.952

NConcavity2: -2.100 NConcavity2: -0.185

NConcave_points2: -2.920 NConcave_points2: -0.981

NSymmetry2: -1.480 NSymmetry2: -0.259

NFractal_dimension2: -2.604 NFractal_dimension2: -1.378

NRadius3: 0.554 NRadius3: 1.557

NTexture3: 2.692 NTexture3: 2.071

NPerimeter3: 2.555 NPerimeter3: 1.171

NArea3: 2.381 NArea3: 2.024

NSmoothness3: 4.330 NSmoothness3: 1.528

NCompactness3: 2.786 NCompactness3: 0.090

NConcavity3: 2.234 NConcavity3: 1.407

NConcave_points3: 3.884 NConcave_points3: 2.192

NSymmetry3: 0.331 NSymmetry3: -0.046

NFractal_dimension3: -1.384 NFractal_dimension3: -0.930

Bias: 1.635 Bias: 1.756
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Figure 4.49 The Result of Hidden Layer 2 of ANN from RapidMiner Studio 7.4 

Hidden 2

========

Node 1 (Sigmoid) Node 2 (Sigmoid) Node 3 (Sigmoid) Node 4 (Sigmoid) Node 5 (Sigmoid) Node 6 (Sigmoid)

---------------- ---------------- ---------------- ---------------- ---------------- ----------------

Node 1: 1.134 Node 1: 0.860 Node 1: 1.325 Node 1: 0.482 Node 1: 1.040 Node 1: 0.990

Node 2: 1.029 Node 2: 0.755 Node 2: 1.203 Node 2: 0.324 Node 2: 0.966 Node 2: 0.951

Node 3: 1.004 Node 3: 0.833 Node 3: 1.216 Node 3: 0.350 Node 3: 0.898 Node 3: 0.915

Node 4: 0.770 Node 4: 0.550 Node 4: 0.950 Node 4: 0.246 Node 4: 0.718 Node 4: 0.632

Node 5: 1.097 Node 5: 0.841 Node 5: 1.263 Node 5: 0.334 Node 5: 0.982 Node 5: 0.896

Node 6: 1.246 Node 6: 0.909 Node 6: 1.455 Node 6: 0.375 Node 6: 1.052 Node 6: 1.068

Node 7: 1.002 Node 7: 0.746 Node 7: 1.205 Node 7: 0.316 Node 7: 0.910 Node 7: 0.831

Node 8: 0.911 Node 8: 0.672 Node 8: 1.049 Node 8: 0.253 Node 8: 0.748 Node 8: 0.733

Node 9: 2.170 Node 9: 1.645 Node 9: 2.598 Node 9: 0.645 Node 9: 2.003 Node 9: 1.928

Node 10: 0.949 Node 10: 0.774 Node 10: 1.164 Node 10: 0.289 Node 10: 0.820 Node 10: 0.856

Node 11: 0.737 Node 11: 0.588 Node 11: 0.927 Node 11: 0.260 Node 11: 0.685 Node 11: 0.664

Node 12: 0.784 Node 12: 0.595 Node 12: 1.028 Node 12: 0.292 Node 12: 0.705 Node 12: 0.729

Node 13: 0.903 Node 13: 0.668 Node 13: 1.045 Node 13: 0.294 Node 13: 0.828 Node 13: 0.715

Node 14: 0.591 Node 14: 0.473 Node 14: 0.715 Node 14: 0.143 Node 14: 0.543 Node 14: 0.484

Node 15: 0.751 Node 15: 0.571 Node 15: 0.940 Node 15: 0.273 Node 15: 0.681 Node 15: 0.668

Node 16: 0.929 Node 16: 0.675 Node 16: 1.056 Node 16: 0.283 Node 16: 0.864 Node 16: 0.830

Node 17: 0.784 Node 17: 0.575 Node 17: 0.863 Node 17: 0.210 Node 17: 0.703 Node 17: 0.649

Bias: -3.085 Bias: -2.615 Bias: -3.489 Bias: -1.845 Bias: -2.909 Bias: -2.840

Node 7 (Sigmoid) Node 8 (Sigmoid) Node 9 (Sigmoid) Node 10 (Sigmoid) Node 11 (Sigmoid) Node 12 (Sigmoid)

---------------- ---------------- ---------------- ----------------- ----------------- -----------------

Node 1: 0.714 Node 1: 0.919 Node 1: 1.045 Node 1: 1.014 Node 1: 1.295 Node 1: 0.739

Node 2: 0.646 Node 2: 0.808 Node 2: 0.972 Node 2: 0.899 Node 2: 1.255 Node 2: 0.569

Node 3: 0.698 Node 3: 0.766 Node 3: 0.892 Node 3: 0.885 Node 3: 1.180 Node 3: 0.571

Node 4: 0.448 Node 4: 0.596 Node 4: 0.694 Node 4: 0.709 Node 4: 0.906 Node 4: 0.416

Node 5: 0.683 Node 5: 0.786 Node 5: 0.962 Node 5: 0.886 Node 5: 1.248 Node 5: 0.611

Node 6: 0.742 Node 6: 0.963 Node 6: 1.144 Node 6: 1.016 Node 6: 1.447 Node 6: 0.768

Node 7: 0.676 Node 7: 0.773 Node 7: 0.915 Node 7: 0.841 Node 7: 1.201 Node 7: 0.529

Node 8: 0.561 Node 8: 0.620 Node 8: 0.770 Node 8: 0.750 Node 8: 1.023 Node 8: 0.539

Node 9: 1.397 Node 9: 1.644 Node 9: 1.956 Node 9: 1.922 Node 9: 2.598 Node 9: 1.252

Node 10: 0.631 Node 10: 0.707 Node 10: 0.901 Node 10: 0.802 Node 10: 1.108 Node 10: 0.573

Node 11: 0.440 Node 11: 0.585 Node 11: 0.735 Node 11: 0.607 Node 11: 0.882 Node 11: 0.409

Node 12: 0.530 Node 12: 0.596 Node 12: 0.720 Node 12: 0.768 Node 12: 1.015 Node 12: 0.463

Node 13: 0.526 Node 13: 0.631 Node 13: 0.778 Node 13: 0.710 Node 13: 1.074 Node 13: 0.527

Node 14: 0.376 Node 14: 0.413 Node 14: 0.508 Node 14: 0.476 Node 14: 0.712 Node 14: 0.314

Node 15: 0.455 Node 15: 0.639 Node 15: 0.704 Node 15: 0.630 Node 15: 0.943 Node 15: 0.473

Node 16: 0.611 Node 16: 0.694 Node 16: 0.818 Node 16: 0.839 Node 16: 1.109 Node 16: 0.525

Node 17: 0.446 Node 17: 0.586 Node 17: 0.720 Node 17: 0.634 Node 17: 0.896 Node 17: 0.421

Bias: -2.400 Bias: -2.621 Bias: -2.893 Bias: -2.830 Bias: -3.492 Bias: -2.304

Node 13 (Sigmoid) Node 14 (Sigmoid) Node 15 (Sigmoid) Node 16 (Sigmoid) Node 17 (Sigmoid)

----------------- ----------------- ----------------- ----------------- -----------------

Node 1: 0.857 Node 1: 0.969 Node 1: 0.885 Node 1: 0.881 Node 1: 0.857

Node 2: 0.762 Node 2: 0.838 Node 2: 0.815 Node 2: 0.822 Node 2: 0.770

Node 3: 0.690 Node 3: 0.865 Node 3: 0.864 Node 3: 0.791 Node 3: 0.756

Node 4: 0.550 Node 4: 0.651 Node 4: 0.645 Node 4: 0.576 Node 4: 0.522

Node 5: 0.743 Node 5: 0.852 Node 5: 0.905 Node 5: 0.781 Node 5: 0.790

Node 6: 0.817 Node 6: 0.957 Node 6: 0.938 Node 6: 0.951 Node 6: 0.869

Node 7: 0.661 Node 7: 0.791 Node 7: 0.819 Node 7: 0.695 Node 7: 0.715

Node 8: 0.602 Node 8: 0.693 Node 8: 0.716 Node 8: 0.652 Node 8: 0.645

Node 9: 1.583 Node 9: 1.790 Node 9: 1.794 Node 9: 1.630 Node 9: 1.610

Node 10: 0.676 Node 10: 0.788 Node 10: 0.783 Node 10: 0.757 Node 10: 0.667

Node 11: 0.557 Node 11: 0.615 Node 11: 0.616 Node 11: 0.524 Node 11: 0.588

Node 12: 0.599 Node 12: 0.686 Node 12: 0.689 Node 12: 0.573 Node 12: 0.584

Node 13: 0.625 Node 13: 0.715 Node 13: 0.686 Node 13: 0.609 Node 13: 0.612

Node 14: 0.384 Node 14: 0.436 Node 14: 0.431 Node 14: 0.447 Node 14: 0.441

Node 15: 0.516 Node 15: 0.650 Node 15: 0.633 Node 15: 0.618 Node 15: 0.607

Node 16: 0.678 Node 16: 0.733 Node 16: 0.791 Node 16: 0.729 Node 16: 0.644

Node 17: 0.535 Node 17: 0.594 Node 17: 0.631 Node 17: 0.579 Node 17: 0.534

Bias: -2.539 Bias: -2.724 Bias: -2.729 Bias: -2.613 Bias: -2.567
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Figure 4.50 The Result of Hidden layer 3 of ANN from RapidMiner Studio 7.4 

Hidden 3

========

Node 1 (Sigmoid) Node 2 (Sigmoid) Node 3 (Sigmoid) Node 4 (Sigmoid) Node 5 (Sigmoid) Node 6 (Sigmoid)

---------------- ---------------- ---------------- ---------------- ---------------- ----------------

Node 1: -0.638 Node 1: -0.685 Node 1: -0.625 Node 1: -0.594 Node 1: -0.683 Node 1: -0.650

Node 2: -0.498 Node 2: -0.533 Node 2: -0.512 Node 2: -0.476 Node 2: -0.458 Node 2: -0.485

Node 3: -0.812 Node 3: -0.856 Node 3: -0.811 Node 3: -0.736 Node 3: -0.760 Node 3: -0.795

Node 4: -0.142 Node 4: -0.188 Node 4: -0.133 Node 4: -0.192 Node 4: -0.137 Node 4: -0.181

Node 5: -0.611 Node 5: -0.655 Node 5: -0.566 Node 5: -0.558 Node 5: -0.612 Node 5: -0.624

Node 6: -0.571 Node 6: -0.540 Node 6: -0.541 Node 6: -0.579 Node 6: -0.558 Node 6: -0.511

Node 7: -0.370 Node 7: -0.361 Node 7: -0.420 Node 7: -0.369 Node 7: -0.414 Node 7: -0.434

Node 8: -0.516 Node 8: -0.463 Node 8: -0.484 Node 8: -0.464 Node 8: -0.497 Node 8: -0.489

Node 9: -0.545 Node 9: -0.559 Node 9: -0.636 Node 9: -0.609 Node 9: -0.628 Node 9: -0.570

Node 10: -0.517 Node 10: -0.587 Node 10: -0.595 Node 10: -0.579 Node 10: -0.594 Node 10: -0.564

Node 11: -0.814 Node 11: -0.781 Node 11: -0.827 Node 11: -0.752 Node 11: -0.840 Node 11: -0.727

Node 12: -0.400 Node 12: -0.331 Node 12: -0.327 Node 12: -0.314 Node 12: -0.351 Node 12: -0.331

Node 13: -0.453 Node 13: -0.484 Node 13: -0.422 Node 13: -0.447 Node 13: -0.507 Node 13: -0.474

Node 14: -0.529 Node 14: -0.508 Node 14: -0.581 Node 14: -0.533 Node 14: -0.496 Node 14: -0.497

Node 15: -0.542 Node 15: -0.507 Node 15: -0.520 Node 15: -0.545 Node 15: -0.572 Node 15: -0.560

Node 16: -0.496 Node 16: -0.515 Node 16: -0.518 Node 16: -0.433 Node 16: -0.492 Node 16: -0.434

Node 17: -0.445 Node 17: -0.518 Node 17: -0.485 Node 17: -0.461 Node 17: -0.438 Node 17: -0.452

Bias: 1.620 Bias: 1.684 Bias: 1.661 Bias: 1.517 Bias: 1.675 Bias: 1.567

Node 7 (Sigmoid) Node 8 (Sigmoid) Node 9 (Sigmoid) Node 10 (Sigmoid) Node 11 (Sigmoid) Node 12 (Sigmoid)

---------------- ---------------- ---------------- ----------------- ----------------- -----------------

Node 1: -0.666 Node 1: -0.695 Node 1: -0.701 Node 1: -0.667 Node 1: -0.705 Node 1: -0.645

Node 2: -0.480 Node 2: -0.473 Node 2: -0.444 Node 2: -0.520 Node 2: -0.497 Node 2: -0.483

Node 3: -0.771 Node 3: -0.844 Node 3: -0.823 Node 3: -0.719 Node 3: -0.817 Node 3: -0.796

Node 4: -0.123 Node 4: -0.160 Node 4: -0.153 Node 4: -0.228 Node 4: -0.189 Node 4: -0.149

Node 5: -0.618 Node 5: -0.572 Node 5: -0.641 Node 5: -0.526 Node 5: -0.618 Node 5: -0.524

Node 6: -0.605 Node 6: -0.592 Node 6: -0.556 Node 6: -0.547 Node 6: -0.617 Node 6: -0.540

Node 7: -0.401 Node 7: -0.443 Node 7: -0.425 Node 7: -0.359 Node 7: -0.388 Node 7: -0.361

Node 8: -0.530 Node 8: -0.545 Node 8: -0.463 Node 8: -0.484 Node 8: -0.495 Node 8: -0.430

Node 9: -0.620 Node 9: -0.573 Node 9: -0.605 Node 9: -0.531 Node 9: -0.619 Node 9: -0.583

Node 10: -0.597 Node 10: -0.611 Node 10: -0.523 Node 10: -0.501 Node 10: -0.552 Node 10: -0.529

Node 11: -0.770 Node 11: -0.806 Node 11: -0.793 Node 11: -0.792 Node 11: -0.798 Node 11: -0.765

Node 12: -0.369 Node 12: -0.376 Node 12: -0.361 Node 12: -0.369 Node 12: -0.344 Node 12: -0.343

Node 13: -0.415 Node 13: -0.456 Node 13: -0.415 Node 13: -0.419 Node 13: -0.453 Node 13: -0.480

Node 14: -0.564 Node 14: -0.522 Node 14: -0.540 Node 14: -0.545 Node 14: -0.482 Node 14: -0.502

Node 15: -0.545 Node 15: -0.545 Node 15: -0.506 Node 15: -0.481 Node 15: -0.507 Node 15: -0.462

Node 16: -0.504 Node 16: -0.542 Node 16: -0.447 Node 16: -0.432 Node 16: -0.465 Node 16: -0.422

Node 17: -0.492 Node 17: -0.510 Node 17: -0.508 Node 17: -0.415 Node 17: -0.480 Node 17: -0.458

Bias: 1.686 Bias: 1.760 Bias: 1.622 Bias: 1.469 Bias: 1.668 Bias: 1.450

Node 13 (Sigmoid) Node 14 (Sigmoid) Node 15 (Sigmoid) Node 16 (Sigmoid) Node 17 (Sigmoid)

----------------- ----------------- ----------------- ----------------- -----------------

Node 1: -0.610 Node 1: -0.641 Node 1: -0.609 Node 1: -0.618 Node 1: -0.684

Node 2: -0.500 Node 2: -0.461 Node 2: -0.446 Node 2: -0.521 Node 2: -0.450

Node 3: -0.762 Node 3: -0.793 Node 3: -0.764 Node 3: -0.757 Node 3: -0.809

Node 4: -0.132 Node 4: -0.224 Node 4: -0.157 Node 4: -0.172 Node 4: -0.129

Node 5: -0.571 Node 5: -0.567 Node 5: -0.539 Node 5: -0.541 Node 5: -0.634

Node 6: -0.547 Node 6: -0.517 Node 6: -0.569 Node 6: -0.592 Node 6: -0.588

Node 7: -0.415 Node 7: -0.420 Node 7: -0.436 Node 7: -0.359 Node 7: -0.379

Node 8: -0.454 Node 8: -0.458 Node 8: -0.475 Node 8: -0.518 Node 8: -0.471

Node 9: -0.597 Node 9: -0.614 Node 9: -0.558 Node 9: -0.627 Node 9: -0.533

Node 10: -0.535 Node 10: -0.577 Node 10: -0.536 Node 10: -0.524 Node 10: -0.547

Node 11: -0.736 Node 11: -0.774 Node 11: -0.808 Node 11: -0.806 Node 11: -0.792

Node 12: -0.388 Node 12: -0.407 Node 12: -0.385 Node 12: -0.366 Node 12: -0.336

Node 13: -0.413 Node 13: -0.418 Node 13: -0.442 Node 13: -0.491 Node 13: -0.464

Node 14: -0.500 Node 14: -0.478 Node 14: -0.548 Node 14: -0.523 Node 14: -0.542

Node 15: -0.538 Node 15: -0.525 Node 15: -0.476 Node 15: -0.551 Node 15: -0.520

Node 16: -0.420 Node 16: -0.507 Node 16: -0.529 Node 16: -0.482 Node 16: -0.513

Node 17: -0.415 Node 17: -0.433 Node 17: -0.422 Node 17: -0.446 Node 17: -0.504

Bias: 1.473 Bias: 1.576 Bias: 1.535 Bias: 1.614 Bias: 1.620
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Figure 4.51 The Result of Output Layer of ANN from RapidMiner Studio 7.4 

 

 

 

Figure 4.52 The Confusion Matrix of the ANN 

 

4.10 The Performance of Support Vector Machine (SVM) 

         This classifier has conducted to evaluate the performance of 54 combinations 

which customize four factors of k-fold, kernel type, gamma, and C-value. The 

classification result has shown the highest percentage of accuracy with 96.84% which 

declared the error of RMSE with 0.195, and the classification lead time with 0.52 sec. 

Nonetheless, the classification result of parameter customizations can be seen in Figure 

4.53-4.56 which shown the highest performance in the gray color as can be seen in Figure 

76. Furthermore, the classification result of this method has shown in the RapidMiner 

Output

======

Class 'M' (Sigmoid) Class 'B' (Sigmoid)

------------------- -------------------

Node 1: -1.804 Node 1: 1.851

Node 2: -1.875 Node 2: 1.841

Node 3: -1.810 Node 3: 1.885

Node 4: -1.778 Node 4: 1.774

Node 5: -1.882 Node 5: 1.825

Node 6: -1.817 Node 6: 1.790

Node 7: -1.877 Node 7: 1.833

Node 8: -1.905 Node 8: 1.868

Node 9: -1.833 Node 9: 1.828

Node 10: -1.725 Node 10: 1.791

Node 11: -1.808 Node 11: 1.889

Node 12: -1.761 Node 12: 1.757

Node 13: -1.753 Node 13: 1.770

Node 14: -1.808 Node 14: 1.806

Node 15: -1.812 Node 15: 1.771

Node 16: -1.814 Node 16: 1.827

Node 17: -1.851 Node 17: 1.811

Threshold: 4.622 Threshold: -4.622
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studio 7.4 which separate into two categories of confusion matrix and kernel model as can 

be seen in Figure 4.57-4.58 respectively. 

 

 

 

Figure 4.53 The Performance Evaluation of SVM Technique 

 

No k-fold
Kernel 

type
Gamma C-Value %Acc RMSE

Lead 

time 

(sec)

No k-fold
Kernel 

type
Gamma C-Value %Acc RMSE

Lead 

time 

(sec)

1 5 RBF 0.0 0 64.68 0.432 0.49 31 10 RBF 0.0 0 65.03 0.431 0.76

2 5 RBF 0.0 50 95.25 0.253 0.46 32 10 RBF 0.0 50 95.78 0.252 0.56

3 5 RBF 0.0 100 95.07 0.236 0.50 33 10 RBF 0.0 100 94.91 0.236 0.56

4 5 RBF 0.1 0 95.42 0.261 0.56 34 10 RBF 0.1 0 95.78 0.256 0.63

5 5 RBF 0.1 50 95.96 0.189 0.52 35 10 RBF 0.1 50 96.14 0.185 0.56

6 5 RBF 0.1 100 95.78 0.187 0.50 36 10 RBF 0.1 100 95.61 0.188 0.55

7 5 RBF 0.2 0 95.42 0.247 0.52 37 10 RBF 0.2 0 95.26 0.243 0.63

8 5 RBF 0.2 50 95.78 0.196 0.49 38 10 RBF 0.2 50 95.79 0.196 0.60

9 5 RBF 0.2 100 95.78 0.199 0.47 39 10 RBF 0.2 100 95.26 0.199 0.65

10 5 Poly 0.0 0 95.07 0.249 0.46 40 10 Poly 0.0 0 95.25 0.245 0.54

11 5 Poly 0.0 50 62.74 0.494 0.53 41 10 Poly 0.0 50 62.74 0.494 0.66

12 5 Poly 0.0 100 62.74 0.493 0.56 42 10 Poly 0.0 100 62.74 0.494 0.76

13 5 Poly 0.1 0 95.07 0.249 0.47 43 10 Poly 0.1 0 95.25 0.245 0.46

14 5 Poly 0.1 50 95.07 0.224 0.38 44 10 Poly 0.1 50 95.79 0.218 0.46

15 5 Poly 0.1 100 96.13 0.212 0.40 45 10 Poly 0.1 100 95.96 0.206 0.52

16 5 Poly 0.2 0 95.07 0.249 0.49 46 10 Poly 0.2 0 95.25 0.245 0.42

17 5 Poly 0.2 50 96.84 0.195 0.520 47 10 Poly 0.2 50 96.49 0.192 0.63

18 5 Poly 0.2 100 95.61 0.198 0.43 48 10 Poly 0.2 100 95.96 0.196 0.59

19 5 Linear NA 0 94.72 0.242 0.75 49 10 Sigmoid 0.0 0 95.08 0.239 0.55

20 5 Linear NA 50 94.90 0.184 0.54 50 10 Sigmoid 0.0 50 95.43 0.276 0.75

21 5 Linear NA 100 94.72 0.187 0.59 51 10 Sigmoid 0.0 100 95.78 0.252 0.60

22 5 Sigmoid 0.0 0 94.90 0.242 0.45 52 10 Sigmoid 0.1 0 95.43 0.240 0.51

23 5 Sigmoid 0.0 50 94.90 0.278 0.48 53 10 Sigmoid 0.1 50 95.61 0.190 0.56

24 5 Sigmoid 0.0 100 95.25 0.253 0.51 54 10 Sigmoid 0.1 100 94.73 0.190 0.46

25 5 Sigmoid 0.1 0 95.07 0.243 0.52 55 10 Sigmoid 0.2 0 93.86 0.253 0.61

26 5 Sigmoid 0.1 50 95.60 0.196 0.43 56 10 Sigmoid 0.2 50 88.76 0.318 0.63

27 5 Sigmoid 0.1 100 94.90 0.188 0.39 57 10 Sigmoid 0.2 100 88.41 0.329 0.53

28 5 Sigmoid 0.2 0 94.02 0.254 0.52 58 10 Linear NA 0 94.56 0.189 0.56

29 5 Sigmoid 0.2 50 88.75 0.316 0.46 59 10 Linear NA 50 94.91 0.189 0.58

30 5 Sigmoid 0.2 100 88.39 0.328 0.50 60 10 Linear NA 100 94.91 0.189 0.63
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Figure 4.54 The Accuracy Result of the SVM 

 

 

 

Figure 4.55 The RMSE Result of SVM 

 

 

 

Figure 4.56 The Classification Lead Time of SVM 
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Figure 4.57 The Confusion Matrix of SVM 

 

 

 

Figure 4.58 The Kernel Model of the SVM 

 

4.11 The Performance Comparison 

         The research objective has compared the classification performance of each 

machine learning technique which predict the result of a breast cancer dataset. Nonetheless, 

the performance comparison of this research can be divided into three categories of 

accuracy rate, error rate, and classification lead time as follows. 

Kernel Model

Total number of Support Vectors: 76

Bias (offset): 3.161

w[NRadius1] = 438.180 w[NCompactness2] = 195.483

w[NTexture1] = 436.390 w[NConcavity2] = 100.560

w[NPerimeter1] = 411.255 w[NConcave_points2] = 264.934

w[NArea1] = 270.478 w[NSymmetry2] = 182.505

w[NSmoothness1] = 418.936 w[NFractal_dimension2] = 88.563

w[NCompactness1] = 276.411 w[NRadius3] = 364.272

w[NConcavity1] = 215.758 w[NTexture3] = 526.663

w[NConcave_points1] = 269.599 w[NPerimeter3] = 352.232

w[NSymmetry1] = 414.878 w[NArea3] = 200.158

w[NFractal_dimension1] = 242.997 w[NSmoothness3] = 448.743

w[NRadius2] = 128.466 w[NCompactness3] = 238.906

w[NTexture2] = 218.693 w[NConcavity3] = 247.494

w[NPerimeter2] = 97.361 w[NConcave_points3] = 515.854

w[NArea2] = 56.176 w[NSymmetry3] = 292.349

w[NSmoothness2] = 164.955 w[NFractal_dimension3] = 204.776

number of classes: 2

number of support vectors for class M: 32

number of support vectors for class B: 44
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                4.11.1 Accuracy rate  

                           The accuracy comparison of the classification result can be considered by 

the percentage of accuracy and the F-measure score that decided from the percentage of 

precision and recall. However, all accuracy rate can be calculated from the confusion 

matrix as can be seen in table 4.2.     

 

Table 4.2 Confusion Matrix of Each Machine Learning Technique 

DT True M True B Class Precision 

Predict M 195 12 94.20% 

Predict B 17 345 95.30% 

Class Recall 91.98% 96.64%  

    

NB True M True B Class Precision 

Predict M 186 18 91.18% 

Predict B 26 339 92.88% 

Class Recall 87.74% 94.96%  

    

ANN True M True B Class Precision 

Predict M 198 14 93.40% 

Predict B 14 343 96.08% 

Class Recall 93.40% 96.08%  

    

SVM True M True B Class Precision 

Predict M 200 6 97.09% 

Predict B 12 351 96.69% 

Class Recall 94.34% 98.32%  

             

        Based on the confusion matrix result, this research can calculate and compare the 

accuracy rate of breast cancer data classification which can be seen in Figure 4.59-4.60. 
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Finally, the accuracy comparison shown the support vector machine technique is the 

highest performance which the accuracy percentage of 96.84%, the F-measure (M) score 

of 95.70%, and F-measure (B) score of 97.50% followed by ANN, Decision tree, and Naive 

Bayes with the accuracy percentage of 95.08%, 94.90%, and 92.26% respectively. 

 

 

 

Figure 4.59 The Accuracy Rate Comparison Result 

 

 

 

Figure 4.60 The Accuracy Rate Comparison Graph 

 

         4.11.2 Error rate 

                           The error comparison of the classification result can be decided by the 

root mean square error that calculated from the confusion matrix. It can be seen in Figure 

4.61-4.62. Nonetheless, the root means square error comparison shown that the lowest error 

Machine learning 

Techniques

Accuracy Precision 

 (M)

Recall   

  (M)

F-measure 

(M)

Precision 

(B)

Recall 

(B)

F-measure 

(B)

Decision Tree 94.90% 94.20% 91.98% 93.08% 95.30% 96.64% 95.97%

Naïve Bayes 92.26% 91.18% 87.74% 89.43% 92.88% 94.96% 93.91%

Artificial Neural Network 95.08% 93.40% 93.40% 93.40% 96.08% 96.08% 96.08%

Support Vector Machine 96.84% 97.09% 94.34% 95.70% 96.69% 98.32% 97.50%
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is an artificial neural network technique with 0.194 followed by SVM, Decision tree, and 

Naive Bayes with 0.195, 0.215, and 0.258 respectively. 

 

 

 

Figure 4.61 The RMSE Comparison Result 

 

 

 

Figure 4.62 The RMSE Comparison Graph 

 

            4.11.3 Classification lead time comparison 

                          The classification lead time of this research is conducted by count the 

using time that each classifier spends on the prediction process. Ultimately, this research 

found two techniques which are the shortest lead time of the prediction process of support 

vector machine and Naive Bayes with 0.52 sec followed by Decision tree and ANN with 

1.53 sec and 38.89 sec respectively. It can be seen in Figure 4.63-4.64        

 

Machine learning 

Techniques

Root Mean Square 

Error (RMSE)

Decision Tree 0.215

Naïve Bayes 0.258

Artificial Neural Network 0.194

Support Vector Machine 0.195
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Figure 4.63 The Classification Lead Time Comparison Result 

 

 

 

Figure 4.64 The Classification Lead Time Comparison Graph 

 

 

Machine learning 

Techniques

Classification Lead 

Time (sec)

Decision Tree 1.53

Naïve Bayes 0.52

Artificial Neural Network 38.89

Support Vector Machine 0.52
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Chapter 5 

Conclusion 

 

5.1 Conclusions 

       This research has proposed to compare the performance of machine learning 

techniques through data classification. Subsequently, the breast cancer dataset is selected 

from the UCI data repository which contains 30 attributes of breast cell nucleus feature and 

the classification type is the binary problem with 569 instances. Furthermore, this research 

has selected the machine learning algorithm to perform the data classification which can 

be divided into four techniques of the Decision Tree, Naive Bayes, Artificial Neural 

Network, and Support Vector Machine. Moreover, this research has randomly customized 

the parameters of each algorithm for finding the highest result which using the full 

combination method thus evaluate the performance by cross-validation technique. In 

addition, the performance evaluation of data classification is conducted via the RapidMiner 

studio 7.4 program. Nonetheless, the objective of this research is finding the appropriate 

machine learning that can provide the highest performance of data classification which can 

be compared into 3 performance of accuracy rate, error rate, and classification lead time as 

can be seen as follows.  

                First, this research has compared the accuracy result of the data classification of 

each machine learning technique which considers two performance of the percentage of 

accuracy and the percentage of F-measure. However, the highest accuracy rate is the 

support vector machine technique which shown the accuracy percentage of 96.84%, the F-

measure(M) percentage of 95.70%, and the F-measure(B) percentage of 97.50% followed 

by the artificial neural network, decision tree, and Naive Bayes with the accuracy 

percentage of 95.08%, 94.90%, and 92.26% respectively. Second, this research has 

proposed to compare the error rate of each machine learning prediction which considers by 

the root mean square error (RMSE) method. The lowest of RMSE is the artificial neural 

technique which shown the RMSE with 0.194 followed by the support vector machine, 

decision tree, and Naive Bayes with 0.195, 0.215, and 0.258 respectively. Finally, the 
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classification lead time is conducted to compare in this research which found two technique 

that shortest of classification lead time of support vector machine and Naive Bayes with 

0.52 second followed by the decision tree and artificial neural network with 1.53 second 

and 38.89 second respectively.  

           In conclusion, the highest performance of data classification is the support vector 

machine technique which shown the highest accuracy percentage of 96.84%, small RMSE 

of 0.195, and shortest lead time of 0.52 second. Nonetheless, the four parameters of this 

technique are customized by performing to 5-fold validation and using the polynomial 

kernel type including to specific the gamma-value of 0.2 and c-value of 50. Moreover, 

another technique that provides the good classification performance is the decision tree 

technique which shown the accuracy percentage of 94.90%, the RMSE of 0.215, and 

classification lead time of 1.53 second. Even, the accuracy percentage of the decision tree 

technique is smaller than an artificial neural network (ANN) but this is a few different of 

percentages which calculate to 0.18%. On the other hand, the ANN technique is shown the 

longest of classification lead time thus this is unsuitable when would implement in the real.   

               

5.2 Suggestions and Recommendations        

                This part has provided some suggestions and recommendations to improve the 

classification performance which perceived by the research result as follows. 

                5.2.1 The dataset is the one important thing that relates to the data classification. 

If can prepare the suitable of the dataset it might improve the classification performance. 

Because the dataset of this research is different in term of the number of class labeled thus 

impact to different the F-measure percentage between the classes as shown in the research 

result.     

                5.2.2 If increase the volume of the dataset it can make more confidence in the 

classification result which is become the big data analytics scale.   

                5.2.3 In term of the machine learning technique, if searching the algorithms that 

provide the higher accuracy and shortest of classification lead time which flexible to use 
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with other datasets it will encourage the decision-making activities such as ensemble 

technique or deep learning technique. 

 

5.3 Future Work 

                5.3.1 The researcher has proposed to increase the numerical data classification 

performance of the support vector machine technique (SVM) technique which would find 

the significance parameter that impact to the numerical data classification performance 

result. 

                5.3.2 The future work has proposed to utilize the data classification method to 

encourage decision making in real. The researchers expect to conduct the big data analytics 

by analyzing the continuous data that relate which internet of thing technologies. Finally, 

the data can be updated in real time via IOT and performed analytics to support any 

activities that improve the human life. 
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