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Chapter 1

Introduction

1.1 Introduction

This chapter provides the background of a research which is the performance
comparison of machine learning approach for numerically structured breast cancer data
classification. The dataset of breast cancer is provided in order to analyze and use for
conduct the data classification purpose. Subsequently, four machine learning techniques
are selected to predict the classification result which is processed via the RapidMiner studio
7.4 program.

1.2 Background

The data classification is one of the categories of data analytics technique which
is popular for an approach to predicting any requirement result of big data. In the present,
the big data analytics is of most interest to support the business growth of Thailand 4.0
model. Furthermore, the big data analytics technology is used to apply for medical and
healthcare because these are useful for human life. Thus, various diagnostics of disease is
collected through analysis to predict the result and assist the doctor in decision making
which highly advantages for new medical technology.

This research has selected the breast cancer disease dataset to study the
performance comparison of machine learning approach for data classification. This is
common among Thai women and over the world which is about 16% of cancer that
occurred in the women. Usually, the breast cancer has occurred in the adult which can be
divided into 4 periods [1]. However, there can be treated if early detecting. Currently, there
Is an effective way of screening the breast cancer in the women of self-breast examination
or breast exams with mammograms. Furthermore, the breast cancer can be screening and
diagnostic via fine needle aspirate (FNA) of a breast mass [2]. The several data of fine
needle aspirate (FNA) of the breast mass have been recorded from the patients who receive

diagnose. Which is the better way if can classify these data through machine learning



techniques and conduct for automatically decision making since appearing the FNA of the
breast mass result. Moreover, this method is one of choice that can encourage the doctor to
the decision of diagnosing of breast cancer disease. On the other hand, machine learning
techniques that conduct to compute the data classification have consisted the several
techniques which different way to computation. Thus, this research is focusing to compare
the performance of each algorithm what highly efficiency. The machine learning
techniques that are selected for this study can be divided into four techniques of a Decision
tree (DT), Naive Bayes (NB), Artificial Neural Network (ANN), and Support Vector
Machine (SVM).

The decision tree (DT) technique is an agent of computational modeling which
decide by statistics of the dataset with an if-then rule base. The Naive Bayes (NB) technique
is the algorithm which computes by using the probabilistic of the result on the historical
dataset which based on the Bayes' theorem. The Artificial Neural Network (ANN) is the
computation model which simulate the neuron of the human. This algorithm is popular
using in the artificial intelligence technologies. Support Vector Machine (SVM) is the
algorithm which decision-based on suitable distance in feature space via support vector.
The original support vector machine was used for linear data. In fact, most of the
information that is used in the real world was usually nonlinear which can be solved by
using the Kernel function for computation. The four techniques of machine learning that
selected in this research are supervised learning. Because all are computed based on the
historical dataset which learning before considering the classification result. Nonetheless,
this research is using the RapidMiner studio 7.4 program to conduct analyze and compare
the classification performance of these four techniques. The classification performance
results that focusing can be separated into three type of the accuracy percentage, Error rate,
and computation time of each machine learning. The accuracy percentage is considered by
accuracy value and F-measure score value. The error rate of prediction is considered by a
root mean square error (RMSE).



1.3 Motivation

Currently, several machines learning method are applied to support the artificial
intelligence technologies. Thus, this research would like to know about which machine
learning is the highest performance in term of data classification. Nonetheless, the
classification performance that analyzes in this research is decided on a numerical dataset
of breast cancer from the UCI dataset repository [3].

1.4 Statement of Problems

1.4.1 The highest performance of machine learning technique for numerical
structured breast cancer data classification.

1.4.2 The appropriate algorithm for the numerical breast cancer dataset

classification on a binary problem.

1.5 Objective
To evaluate the performance of machine learning technique approaches for

numerically structured breast cancer data classification with the binary problem.

1.6 Scope of Research

The scope of this research can be seen in the research framework as Fig. 1.1.

1.7 Expected Outcome
1.7.1 Understanding the computation method of four machine learning algorithms
of Decision Tree, Naive Bayes, Artificial Neural Network, and Support Vector Machine.

1.7.2 Can be applied the machine learning technique for big data analytics.



Breast Cancer Wisconsin Dataset Classification Machine Leatning

Data Preparation | Decision Tree |
' < [Na.ive B ayes |

I-Fold Cross Validation

| frtfiial Newsal Network |

Performance Evaluation | | Support Vector Mackine |

Time Apcuracy F-Iileasute EMZE

Figure 1.1 Research Framework

1.8 Conclusion

This chapter has introduced the background of a research problem and provided
the framework that would evaluate and compare the performance of each machine
learning approach for the breast cancer data classification. Subsequently, summarized the

objective as well as the expected outcomes of the research.

1.9 Research Plan

Table 1.1 The research schedules in October 2017 until August 2018.

Year

Research Methodology 2017 2018

10 |11 |12 |1 |2 |3 |4 |5 |6 |7 |8

1. Dataset Collection: Breast
Cancer Wisconsin Dataset from
UCI Machine learning.

2. Data Preparation: Dataset

analysis and Normalization.




Table 1.1 The research schedules in October 2017 until August 2018. (Cont.)

Year

Research Methodology 2017 2018

10 (11 4 |5

3. Design the performance
evaluation method and machine

learning technique selection.

4. Conduct the performance
evaluation into RapidMiner

Studio 7.4 program.

5. Summarized the performance
of each machine learning

technique

6. Performance comparison and

conclusion.

7. Thesis summary

1.10 Keyword Descriptions
1.10.1 Data Classification

Data Classification is the data modeling process that manages the data in

the assigned group which shows the difference between a classes or a group of data and to
predict what information should be included in any class.

1.10.2 Machine Learning Techniques

Machine learning technique is an artificial intelligence discipline which
occurred from the technological development of human knowledge. Machine learning
allows computers to handle new situations or decision making through the analytics
process which can be divided into two types of supervised learning and unsupervised

learning.



1.10.3 Performance Eval

Performance eva essment process of classified results in

each machine learning techniqu ated into four methods of accuracy, F-

measure, root mean square err



Chapter 2

Related Theories and Literature Reviews

This chapter has described the related theory and including of literature reviews

which this research has used to meet a research target.

2.1 Related Theories
2.1.1 Data Classification

Classification is a common task in human activities that involve decision or
forecast in an unknown or a future situation by using currently available information.
Furthermore, classification is the process of constructing a model or function which
describes and distinguishes different data classes or concepts. The propose of being able to
use the model to predict the class of objects whose class label is unknown later. The derived
model is based on the analysis of a set of training data. Moreover, classification is referred
as a pattern recognition, discrimination, or supervised learning which contrast with
unsupervised learning or clustering where no classes are predefined but they are inferred
from the data. There have been several applications of classification to solve scientifically,
industrial, medical, and commercial problems. However, some typical classification
purposes are the detection of letter from a character image, the credit status assignment for
a customer on the basis of financial and other personal information, and the preliminary
diagnosis of a patient's disease during a waiting for definitive test result [4].

In learning a classification model, there exist various forms in expressing the
model derived. Some common forms are IF-THEN rules, decision trees, mathematical
formula, or neural network. As Figure 2.1 shows the sample dataset for data classification,
Figure 2.2 shows the decision tree model which is a flow chart like tree structure where
each node denotes a test on an attribute value, each branch represents an outcome of the
test, and tree leaves represent classes or class distributions. Decision tree can easily convert
to classification (IF-THEN) rules which can be seen in Figure 2.3. Figure 2.4 shows linear

regression equations. A neural network is typically a collection of neuron-like processing



units with weighted connections between the units as can be seen in Figure 2.5. There are
several other methods for constructing classification models such as Naive Bayes

classification, Support Vector Machine, and K-nearest neighbor classification.

Outlook = Temp.  Humidity Windy @ Play

sunny hot high false no
sunny hot high true no
overcast hot high false yes
rainy mild high false yes
rainy cool normal false yes
rainy cool normal true no
overcast cool normal true yes
sunny mild high false no
sunny cool normal false yes
rainy mild normal false yes
sunny mild normal true yes
overcast mild high true yes
overcast hot normal false yes
rainy mild high true no

Figure 2.1 A Sample Dataset (The Play-Tennis Dataset)

Outlook

No Yes Yes No

Figure 2.2 Decision Tree



1. If (Outlook = "Overcast") then Play = "Yes")

2. If (Humidity = "Normal" and Windy = "False™) then Play = "Yes")
3. If (Temp = "Mild" and Humidity = "Normal") then Play = "Yes")
4. If (Outlook = "Rainy" and Windy = "False") then Play = "Yes")

Figure 2.3 Classification Rules (IF-THEN)

Play(yes) = 0.6 * outlook(sunny) + 1.0 * outlook(overcast) + 0.2 * outlook(rainy) +
0.1 * temp(hot) + 0.2 * temp(mild)+ 0.2 * temp(cool) +
0.5 * humidity(high) + 0.8 * humidity(normal) +
0.6 * windy(false) + 0.3 * windy(true)

Play(no) = 0.3 * outlook(sunny) + 0.1 * outlook(overcast) + 0.7 * outlook(rainy) +
0.2 * temp(hot) + 0.1 * temp(mild)+ 0.3 * temp(cool) +
0.7 * humidity(high) + 0.1 * humidity(normal) +
0.3 * windy(false) + 0.8 * windy(true)

Figure 2.4 Linear Regression Equations

outlook = sumy = ()
outlook = overcast == |
outlook=raimy == |

temperature = hot

] - e

i -.\u -
temperature = mild == {0 —_

temperature = cool == )
!
f .
’ = O == play (ves)
Al b
humidity = high == (L. /
humidity = normal == E\ e/

P 4
N i h
windy = tre => (8

— -

p
U
windy = false == \_/

Figure 2.5 An Example of an Artificial Neural Network
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2.1.2 Normalization

Normalization of the data is the data processing that transforms each
attribute value become to the same range or same standard. This step is very important
when dealing with parameters of different units and scales. For example, some data mining
techniques use the Euclidean distance. Therefore, all parameters should have the same
scale for a fair comparison between them. Two methods are usually well known for
rescaling data. Normalization, which scales all numeric variables in the range (0, 1). One

possible formula is given below.

2.1.3 Machine Learning Techniques

This research has applied machine learning techniques to approach for the
data classification and performance comparison, which can be divided into five techniques
of Decision Tree (DT), Naive Bayes (NB), Support Vector Machine (SVM), and Artificial
Neural Network (ANN).

2.1.3.1 Decision Tree (DT)

A decision tree is a decision support tool, which is a non-parametric
supervised learning method commonly applied to classification and regression of multiple
variable analyses. The decision tree has a tree-shaped diagram for representing a possible
decision and consequences, involving, for instance, chances, event outcomes, resource
costs, and utilities. Typically, the decision tree can be constructed by Entropy (Ent) and
Information Gain (IG). The Entropy is average number of binary questions which are in

the form of infinitely trials to distinguish events, and can be calculated by [5]

Ent(ci) = —p(ci) log 2 p(ci) (2)
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where p(ci) is a probability of dataset i =1,2, 3...n. Generally, entropy is always
nonnegative and is zero when one items ci has a unity probability. The IG is the change in
entropy from prior states to a state, and is based on the decrease in entropy after a dataset

is split on an attribute. The 1G can be found as follows
IG = Ent(PR) — {{ p(c2) x Ent(cy) ]+ [p(c2) x Ent(ca]+...} ©)
where Ent (PR) is an information entropy of overall datasets before splitting.

2.1.3.2 Naive Bayes (NB)
Naive Bayes technique is a family of probabilistic classifiers based
on Bayes' theorem with independence assumptions among features. The calculation of

posterior probability is given by

p(ajb) x p(b)

bla) =
PR ==

(4)

where p(bla) is the probability that class b occurs before class a, p(alb) is the probability
that class an occurs before class b, p(a) is the probability of occurrence a, and p(b) is the
probability of occurrence b. Such a Naive Bayes technique provides uncomplicated
computation process as each distribution can be independently estimated as a one-

dimensional distribution [6].

2.1.3.3 Artificial Neural Network (ANN)

An artificial neural network is a computational system composed by
highly interconnected processing elements based on the structure and functions of
biological nervous systems. The ANN processes information through dynamic state
response to external inputs and learning process. Figure 2.6 (1) and (2) show a single
neuron model and a three-layer ANN, respectively. It is seen in Figure 2.6 (1) that the
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number of input element vectors R, which is weighted by a gain W, is combined with a
bias b, and the combination result n is fed to an activation function f, which is a sigmoidal
function for this case, providing the result a. On the other hand, Figure 2.6 (2) illustrates a
full diagram of the ANN composed by inputs, hidden, and outputs with a total of S layers.

The generalized mathematical model of the ANN can be expressed as

Generally, the ANN can be configured for several specific applications, such as pattern

recognition, data classification, clustering, and prediction.

Pl Wi Z ﬂp_{li El
b
m r o &
R _£ a, y Bl
P =
b : ‘bi .
S P n, [ ~]as
® Wes D e
o0,
(1) (2)

Figure 2.6 General ANN diagram; (1) a single neuron model, (2) a three-layer ANN
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Class1 ® :@:
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Figure 2.7 Demonstration of Linear Separating Hyper Planes for the Separable 2
Dimensional Case of SVM Technique

2.1.3.4 Support Vector Machine (SVM)

Support Vector Machine is principally a discriminative classifier
that performs both regression and classification by constructing hyper planes in a
multidimensional space that separates cases of different classes. Generally, SVM offers
effective in high dimensional spaces and exploits less memory since a subset of training
points in the decision function is realized. Moreover, SVM provides versatility in terms of
Kernel functions types for any specific classification purposes. Fig. 2.7 demonstrates linear
separating hyper planes for the separable 2-dimensional case. It can be seen from Fig. 2.7
that the support vectors are highlighted with large circle. Intuitively, the decision boundary
should be as far away from the data of both classes as possible. This property implies the
maximization of the margin (m). With reference to Fig. 2.7, given the training data {xi, yi}
fori=1, 2,3...,n,xieRd, yie{-1, 1} where xi is datum, representing by a vector with the
d dimension and vy is a binary class of -1 or +1, the support vector machine finds the best
hyper plane which separate the positive from the negative example, i.e. a separating hyper

plane. In principle, the points x on the hyper plane satisfy the formula wTx+b=0 [7]
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2.1.4 Cross Validation
Cross-validation is the evaluate method of classification model in each

machine learning techniques [8]. Which separates the initial datasets into training datasets
to train the classification model, and a test dataset to evaluate the classification model. The
k-fold cross-validation is randomly separate the original datasets into k-set. The k-1
datasets are used as training data and the remaining single dataset is used as the validation
data in-term of testing. The iteration process was performed K times and typically used in

data classification. It is seen in the Figure 2.8.

2.1.5 Performance Evaluation

The performance of machine learning technique would be evaluate using
multi-method, which can be separated into 4 methods of F-Measure which calculate based
on the result of recall and precision, accuracy, root mean square error, and time. The first

three calculation method are based on the confusion matrix as seen in Figure 2.9.

- Training Datasets
Ej Testing Dataset

Figure 2.8 Demonstration of K-Fold Cross Validation Method



15

. . Predicted Class
Confusion Matrix
Yes No
Yes TP FN
Actual Class
No FP TN

Figure 2.9 Confusion Matrix

2.1.5.1 Recall and Precision
A recall is the ratio of a number of events that can correctly recall
to number of all correct events. Precision is the ratio of a number of events that can
correctly recall to a number all events recall. In other words, it is how precise of the recall.
And both also can be calculated based on confusion matrix, which calculation equation as

follows.

TP
Recall(trwe) = 6
ecall(trie) TP+FN) ©)
Precision{rue) = L‘ (7
TP+ FP

2.1.5.2 F-Measure
The F-measure is defined as the weighted harmonic mean of its
precision and recall. Which is also can be calculated based on confusion matrix and the

calculation equation as follows.

F =< i0re(truc)d |2 x Recall(trie) x Precisiongrue) (8)
\ Recall(trwe) + Precision(rue) |
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2.1.5.3 Accuracy
Accuracy is perhaps the most intuitive performance measure. It is
simply the ratio of correctly predicted observations, which can be calculated through

confusion matrix and the calculation equation as follows.

TP+FN+TN + FP

Accuracy =

2.1.5.4 Root Mean Square Error (RMSE)

The RMSE is the standard deviation of the predictions from the
ground-truth. Furthermore, this is one way to measure the performance of a classifier which
considers the error rate or number of misclassifications. The RMSE of data classification
can be calculated from confusion matrix which consists the true positive rate (TP), true
negative rate (TN), false positive rate (FP), and the false negative rate (FN) in the case of
a binary problem. The total size of the test dataset is Omega (TP+TN+FP+FN). Thus, the

RMSE can be calculated as follows.

FP+FN

RMSE = \/(TP+TN+FP+FN

) (10)

2.1.5.5 Classification Lead time (Time)
The lead time is one of the performance evaluation of data
classification which is focusing on the processing lead time that each classifier using for
computation and prediction. The processing lead time is starting since running the program

until stop and shows the data classification result.

2.1.6 RapidMiner Studio7.4 program

RapidMiner Studio 7.4 is the data analytics program which can be analyzed

the big data and find the useful information to support some business or research [8]. The
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main functions of this program can be divided into six parts of RapidMiner Menu,
Repository, Processes, Operators, Parameters, and Help. It is seen in Figure 2.10 The
RapidMiner Menu is provided the tools to support general activities in the program such
as save, save as, edit, and others as can be seen in Figure 2.11. The Repository of
RapidMiner is provided to keep the activities of the program that user created such as
Database, Process, and Model. It is seen in Figure 2.12. The Process function is provided
the space which can generate the process to analyze the data as can be seen in Figure 2.13.
The Operator function of RapidMiner is provided all tools that support data analytics
activities. It is seen in Figure 2.14. The Parameters function is the zone which can adjust
any parameters value in each operator. It is seen in Figure 2.15. The Help function is the
support tools which explain in the details of each operator or parameter which make easier

the understanding as can be seen in Figure 2.16.

B4 B8 Driss bew Comiiithl Oiad Ml R RapidMiner Menu
2iE H - S e _ e — B corns
Repeshnry bnw- Parsmeten
D sl Diata == D Prcess wnf PP w B o e
Ll armgphe Isgerrtaniy () w |
rWoe

¥ Bl Local Regosdon mammpnse - =
¥ I Al Ty GH0 amapun ¢ - -1
Shows Bapa —

AR i 20

Repository - e

A FYSTEN v |

Dpsrstens Parameters
o Chisteis org bl (74 000

b T s Accei )

* [ Wwiang (77} Halp

* 7 Gleanging o)

» ] Mogsng (119}

Operators

e

Fhish Fgaddl pearaad wluch, A ek Gt ar mHdil
77 ixiesmions (il Lo zob T VAROO BF CF o 10 (8 (e B (O T B Dok 8] o Ol PHTDB A i ) soerator of every prodes.

Figure 2.10 Main Functions of RapidMiner Studio7.4
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RapidMiner program can create any processes by selecting the operators and drop
into the process space. Subsequently, the users must connect the operators through line
connecting based on the priority of each operator as can be seen in Figure 2.17 which the
data analytics result has shown in the window as can be seen in Figure 2.18. Nonetheless,
the useful information or performance reports are showing in this window such as the

classification result, statistical result, and confusion matrix. It can be seen in Figure 2.19.

2.2 Literature Reviews

This research has been done of the literature reviews as follows

Table 2.1. Literature Reviews

No. Author Year | Title

1 Tzu-Tsung Wong and | 2017 | Dependency  Analysis of  Accuracy
Nai-Yu Yang. Estimates in k-fold Cross Validation

2 Arnau Mata Llenasand | 2017 | Performance Evaluation of Machine
etal Learning Based Signal Classification using

Statistical and Multiscale Entropy Features

3 V .Shanmugarajeshwari | 2016 | Analysis of Students’ Performance
and R. Lawrance Evaluation using Classification Techniques
4 Praveen Kumar and et | 2016 | Analysis of Various Machine Learning
al. Algorithms for Enhanced Opinion Mining

using Twitter Data Streams

5 A Swarupa Raniand S. | 2016 | Performance Analysis of Classification
Jyothi. Algorithms Under Different Datasets
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Table 2.1. Literature Reviews (Cont.)

No. Author Year | Title
6 Rafet Durigi and etal. | 2016 | Comparative Analysis of Classification
Algorithms on Three Different Datasets
using WEKA
7 Govin Gaikwad and | 2016 | Multiclass Mood Classification on Twitter
Prof Deepali J. Joshi. Using Lexicon Dictionary and Machine

Learning Algorithms

8 Sadia Zaman Mishu. | 2016 | Performance Analysis of Supervised
and S M. Rafi Uddin. Machine Learning Algorithms for Text

Classification

9 Zehra  Aysun Al | 2015 | Performance Evaluation of Classification

tikardes and et al. Algorithms by Excluding the Most

Relevant Attributes for Dipper/Non-Dipper

Pattern Estimation in Type-2 DM Patients

10 Zahra Nematzadeh and | 2015 | Comparative Studies on Breast Cancer
etal Classifications with k-fold Cross
Validations using Machine Learning
Techniques
11 Tanu Verma andetal. | 2014 | Tokenization and Filtering Process in
RapidMiner.
12 Kavita Choudhary and | 2014 | Glaucoma Detection using Cross

Validation Algorithm: A Comparative

etal . o
Evaluation on RapidMiner

2.2.1 Dependency Analysis of Accuracy Estimates in k-fold Cross Validation

This research has studied the k-fold cross-validation method, which is the
performance evaluation of machine learning techniques. There are twenty datasets have

collected and performed. The result has shown that the many overlapping training datasets
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of this method are generated the higher accuracies than is not overlapping training datasets

[9].

2.2.2 Performance Evaluation of Machine Learning Based Signal Classification

using Statistical and Multi-scale Entropy Features

This research has done for the performance evaluation of signal
classification using Support Vector Machine technique. The researcher has used feature
selection technique to increase the accuracies result and the resulting show that the feature

extending is provided the high accuracies and close to the actual accuracies [10].

2.2.3 Analysis of Students’ Performance Evaluation using Classification

Techniques

This research has analyzed the students' performance through data
classification. Subsequently, the researchers have used Decision Tree in order to meet their
target. The classification results show 100% accuracy, which can be classified the

performance into each student [11].

2.2.4 Analysis of Various Machine Learning Algorithms for Enhanced Opinion

Mining using Twitter Data Streams

This research has conducted the sentiment analysis of people opinion from
Twitter. The variety of machine learning have selected and can be divided into four
techniques of Naive Bayes, Random Forest, Support Vector Machine, and Decision Tree.
Two software that supports sentiment analysis of this research is MATLAB and WEKA.
The Decision Tree technique is provided the highest result of 88% accuracy in WEKA and
86% MATLAB [12].
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2.2.5 Performance Analysis of Classification Algorithms under Different

Datasets

This research has analyzed the performance of data classification in terms
of different datasets. The various classifier has selected and performed this research of
eight techniques. The four different datasets can be separated of Diabetes, Nutrition, E-
coli, and Mushroom. The result shows Naive Bayes is performed better than another for
Diabetes classification. The MLP and IBK are provided well than another for Nutrition, E-

coli and Mushroom datasets [13].

2.2.6 Comparative Analysis of Classification Algorithms on Three Different
Datasets using WEKA

This research has compared the performance of classification algorithms.

The three different datasets have collected and can be defined of Diabetes datasets, Spam
base datasets and Credit Approval datasets. The researchers have applied two states of
parameters set in WEKA tool by default and customization setting. Three machine learning
algorithms have selected to conduct the research of Naive Bayes, Random Forest, and K
algorithm. The result shows the custom state is provided the high performance and the
highest performance is 94.89% accuracy of Random Forest technique in Spam base
classification [14].

2.2.7 Multiclass Mood Classification on Twitter Using Lexicon Dictionary and

Machine Learning Algorithms

This research has studied the multi-class of mood on Stanford University
official site. There are selected three classifiers for conducting the research and separated
into SVM, NB, and KNN techniques. The multi-mood classified based on AFFIN lexicon.
The result shows SVM technique id provided the higher accuracy than NB and KNN. The
highest of accuracy result is 82% [15].
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2.2.8 Performance Analysis of Supervised Machine Learning Algorithms for

Text Classification

This research has analyzed the performance of supervised machine
learning algorithms. Seven machine learning techniques have selected for text
classification on three datasets of Reuter corpus, Brown corpus, and Movie-Review corpus.
Subsequently, the performance calculation through Precision, Recall, and F-Measure and
used the cross-validation for validating the classification model. The highest accuracy of
text classification is ANN in-term of Back propagation Network, which provided greater
than 89.0% accuracy [16].

2.2.9 Performance Evaluation of Classification Algorithms by Excluding the

Most Relevant Attributes for Dipper/Non-Dipper Pattern Estimation in Type-2 DM

Patients

This research has performed the performance analysis of Diabetes
classification through classifier in WEKA. There are proposed to skip relevant attribute for
faster the diagnosis. The training set and testing set are separated into 66% and 34%
respectively. The CV and split methods have used to validate the classifier model. The
various evaluations have conducted to performance assessment and can be divided into
four methods of Accuracy, Sensitivity, Specificity, and ROC. The finally, ANN techniques
(MLP, RBF) is provided the higher performance than another technique. Which mostly
80% is of scores [17].

2.2.10 Comparative Studies on Breast Cancer Classifications with k-fold Cross

Validations using Machine Learning Techniques

This research has studied the breast cancer classification with different k-
fold cross-validation and different machine learning techniques. The researchers have
specified three k value to validate the classification models. On the other hand, there are
selected four machine learning techniques to approach for breast cancer classification of

the Decision Tree, Naive Bayes, Neural Network, and Support Vector Machine with 3
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kernel functions. Subsequently, performed the performance evaluation of each classifier.
Finally, the highest accuracy score is neural network technique with 98% accuracy. But
this research has focused on the different k-fold method, which the performance result of
each k value cannot be expected to have more accurate when an increase or decrease the k.
Because sometimes when increase the k value is more accurate but sometimes is not better

than the previous.

2.2.11 Tokenization and Filtering Process in RapidMiner

This research has studied on the RapidMiner application for text
processing. The researchers have mentioned to a filtering process, which is more suitable
in case of large text datasets. The overall of this research shows how to apply the
RapidMiner application and automatically of text processing, which is useful in the future
[18].

2.2.12 Glaucoma Detection using Cross Validation Algorithm: A Comparative

Evaluation on RapidMiner

This research has analyzed the cross-validation of Glaucoma detection
through RapidMiner program and approach by Decision Tree technique. The researchers
have compared the accuracy result of cross-validation and split-validation. The results
show the cross-validation is provided more accuracy than split method, which is 82.83%
and 46.67% respectively [19].

Nonetheless, the summarized of the literature reviews can be declared the
research methods and tools and including the result which can be seen in table 2.2 — 2.3 as

follows.
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Table 2.2 Summarized of Data Classification Research based on Literature Reviews

Summarized of Data Classification Research based on Literature Reviews

Research

Details

Research

Review No=>

10

11

12

Research

Proposed

Dataset Type

Text

Nominal

Numerical

Mixing

Machine

Learning

Supervised

Unsupervised

Validation

SV

KCV

Performance

Evaluation

Accuracy

Recall

Precision

~ ~| ~| ~

F-Measure

~ @~ @~ -~

| =~ =~ =

~ ~ ~ ~| ~

~ ~ ~ ~| ~

RMSE

Lead Time

~ O~ ~] ~] @~ ~ ~

Tool

MATLAB

WEKA

RapidMiner

R Language

Other

Mostly of research reviews are related to data classification in the different

objectives and all are selected the supervised learning algorithm to perform the research.

Furthermore, the several studies on the performance evaluation are motivating to finding

the two side compare between accuracy rate and error rate in each classifier. The various

research frameworks are interesting and can refer to some methods or techniques to
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encourage this research to reach the aim. However, this research is focusing to evaluate the
performance of each classifier via a numerical dataset with a binary problem. In addition,
this research is performed cross-validation and performance evaluation through 4 factors
of accuracy, F-measure, RMSE, and time. The expected of data classification performance
in this research should be greater than 90% of accuracy after reviewing the previous work

results as can be seen in table 2.3.

Table 2.3 Summarized of Classification Result Based on Literature Reviews

The Performance Result of Literature Review Summary

Literature  Study Dataset source Dataset type Instance Class 9% Acc
231 k fold UCI data repository Numerical  Structural Multi Multi  NA

233 Performance University of India Numerical  Structural 44 2 97.7%
2.3.4 Performance Twitter Text Unstructured 5,500 2 88.0%
223"5 Performance UCI repository Numerical  Structural 768 2 82.0%
2.3.6 Performance UCI repository Numerical  Structural 300 2 82.6%
2.3.6 Performance UCI repository Mixing Structural 690 2 89.9%
2.3.6 Performance UCI repository Text Unstructured 4,061 2 94.9%
2.3.7 Performance Stanford's University — Text Unstructured 8,000 2 82.0%
238 Performance Reuter/Brown/Movie — Text Unstructured Multi 2 89.0%

Research Proposed

New Performance UCI repository Numerical Structural >500 2 >90
research %




3.1 Research Methodology

Chapter 3
Methodology

This chapter describes the research methodology which defines the research

processing to complete the objective. The processing steps can be seen in Figure 3.1.

Breast Cancer Wisconsi

3 Cross Validation

4 Classification Machine

Dataset Analysis

Normalization
(Feature Scaling)

K-Fold Cross Validation Random: K

Naive Bayes Parameter: Random

Learning Selection Customization
v Accuracy
Accuracy rate?
: Pa’formz_mce
Evaluation
Root Mean Square Error Error rate?
ClassificationLead time
r
P Perform.'_:mce el Highest Performance --> ML?
Comparison
7

k Conclusion

Figure 3.1 The Processing Flow of Research Methodology
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3.2 Data Collection

This research has collected the dataset from UCI dataset repository which is the
website that provides the sample of the various dataset for conduct the data analytics. The
dataset that collected is the breast cancer Wisconsin dataset which is a real-world dataset
to conduct the data classification method. The details of this dataset are existing the 30
features computed from a digitized image of a fine needle aspiration (FNA) of a breast
mass which consist of FNA of three breast mass and separated into 10 features of each cell
nucleus. It can be seen in Figure 3.2. The instance number of this dataset is 569 instances.
Furthermore, the attribute type of this dataset is numerical of ten real-valued which decide
a binary problem of Benign and Malignant as can be seen in Figure 3.3. Moreover, the ten
real-valued features that are computed for each of three different cell nucleuses are the
following.

a) Radius: Mean of distances from center to points on perimeter

b) Texture: The standard deviation of gray-scale values

c) Perimeter:

d) Area

e) Smoothness: local variation in radius lengths

f) Compactness: perimeter"2/area - 1.0

g) Concavity: severity of concave portions of contour

h) Concave points: number of concave portions of the contour

i) Symmetry

J) Fractal dimension: "coastline approximation™ — 1

Benign

Figure 3.2 The Sample of Fine Needle Aspiration of Breast Mass



Dataset Type Classification
Origin Real world
Instances 569
Features/Attriutes 30
Classes 2
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Cell Nucleus 1

Cell Nucleus 2

Cell Nucleus 3

3.3 Data Preparation

Figure 3.3 Brest Cancer Wisconsin Dataset Descriptions

Attribute - - -

Domain Domain Domain
radius 6.9810 28.1100 0.1140 2.8730 7.9300 36.0400
texture 9.7100 39.2800 0.3600 4.8850 12.0200 49.5400
perimeter 43.7900 188.5000 0.7710 21.9800 50.4100 251.2000
area 143.5000| 2501.0000 6.8020 542.2000 185.2000| 4254.0000
smoothness 0.0530 0.1630 0.0030 0.0310 0.0710 0.2230
compactness 0.0190 0.3450 0.0020 0.1350 0.0270 1.0580
concavity 0.0000 0.4270 0.0000 0.3960 0.0000 1.2520
concave points 0.0000 0.2010 0.0000 0.0530 0.0000 0.2910
symmetry 0.1060 0.3040 0.0080 0.0790 0.1560 0.6640
fractal dimension 0.0500 0.0970 0.0010 0.0300 0.0550 0.2080
Classes Benign Malignant

The data preparation process can be divided into 2 steps of dataset analysis and

normalization. This step is using the Excel and Minitab program to performing the

analyzing and normalization.

3.3.1 Dataset analysis

The dataset analysis has proposed the step that would analyze the structure

and cleansing of a dataset which used in this research.

3.3.2 Normalization

This step is conducted to transform the dataset which used to evaluate the

performance become to the same scale.
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3.4 Cross Validation
The cross-validation is the method that uses to evaluate the performance of data
classification in this research. However, this method has randomly searched for the suitable

k-value to perform the research.

3.5 Classification Machine Learning Selection

This method has selected the four machine learning techniques which supervised
learning type to compare the performance result. The machine learning algorithm selection
can be separated into 4 techniques of the Decision tree, Naive Bayes, Artificial neural
network, and Support vector machine. Nonetheless, the parameter of these techniques is

randomly from the default.

3.6 Performance Evaluation
The performance evaluation of this research is conducted by an accuracy rate,
error rate, and classification lead time which can be divided into four results of accuracy,

F-measure, RMSE, and lead time.

3.7 Performance Comparison
The objective of this research is proposed to compare the classification results
between four machine learning techniques which focus on the accuracy rate and error rate

include with classification lead time.

3.8 Conclusion
The conclusion part of this research would be summarized the research results and
discussion on each of some problem or a good point and weak point of each technique with

including the opportunity in the future work.



Chapter 4

Simulation and Experimental Result

This chapter has revealed the research simulation and experimental result as

followvs.

4.1 Dataset Analysis
4.1.2 Dataset

The dataset consists of 30 attributes of three breast cell nucleus which can
be divided into 10 attributes per one cell nucleus. Furthermore, this dataset contains 569
instances of the history from the real-world breast cancer diagnosed. Nonetheless, the
classification problem of this dataset is the binary problem which predicts to 2 classes of
malignant and benign. The ratio of classes that provides in this dataset is the imbalance
type by declared of the benign class is 63% which consist of 357 labels and the ratio of the
malignant class is 37% which consist of 212 labels of the total class. It can be seen in Figure
4.1.

4.1.3 Attributes

This dataset has provided 30 attributes which is a relational attribute type.

Furthermore, the attribute declares the real number value of each feature of the breast cell
nucleus. Subsequently, the analysis result of the value scale of each attribute found that the
different scale of each attribute. It can be seen in Figure 4.2 - 4.4. Nonetheless, the attributes

are cleansing by no missing data.
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Figure 4.1 The Proportion of Class in Breast Cancer Dataset

Original dataset of Cell Nucleus 1

2500

2000

¥

¥

¥

i
1500
1000-
500

| £

Data

0 * =2 == e % == i FHE
P & & & &
<8 i ,@'P) {(\‘é‘ ¢ %\d# & @*\ 3“‘\ & &
& & & 3 g o &
2 S (P(“ §®/

Figure 4.2 The Box Plot of Original Attribute of Cell Nucleus 1
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Figure 4.3 The Box Plot of Original Attribute of Cell Nucleus 2
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Original dataset of Cell Nucleus 3

4000

3000

Data

H

%

i
2000
1000

X
&
9

04 % 4 —* —* R — R RRE
> > & % > o o o &
& &S & & & & & &
& <& & & 3 & 3 & <<3§
& 8 & F 2 §
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A Cell Nucleus 1 Cell Nucleus 2 Cell Nucleus 3 Total
Domain Domain Domain Min Max
radius 6.9810 28.1100 0.1140 2.8730 7.9300 36.0400 0.1140 36.0400
texture 9.7100 39.2800 0.3600 4.8850 12.0200 49.5400 0.3600 49.5400
perimeter 43.7900 188.5000 0.7710 21.9800 50.4100 251.2000 0.7710 251.2000
area 143.5000 2501.0000 6.8020 542.2000 185.2000 4254.0000 6.8020 4254.0000
smoothness 0.0530 0.1630 0.0030 0.0310 0.0710 0.2230 0.0030 0.2230
compactness 0.0190 0.3450 0.0020 0.1350 0.0270 1.0580 0.0020 1.0580
concavity 0.0000 0.4270 0.0000 0.3960 0.0000 1.2520 0.0000 1.2520
concave points 0.0000 0.2010 0.0000 0.0530 0.0000 0.2910 0.0000 0.2910
symmetry 0.1060 0.3040 0.0080 0.0790 0.1560 0.6640 0.0080 0.6640
fractal dimension 0.0500 0.0970 0.0010 0.0300 0.0550 0.2080 0.0010 0.2080
Figure 4.5 The Summary of Min-Max Scale of Attributes.
Attribute-Valued Scale Comparison Max Min
5000.0000 10.0000
4000.0000 2 Aﬂnb.utes are different 3.0000
scale with another.
3000.0000 6.0000
2000.0000 4.0000
1000.0000 2.0000
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Figure 4.6 Attributes-Value Scale Comparison graph
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The summary of attribute value about the min-max length of three cell nucleus
has shown 2 features that are different scale with another as can be seen in Figure 4.5-4.6.

Based on the dataset analysis result, the attribute value of each cell nucleus is
mostly different scale. Thus, this research has conducted the normalization of the dataset

before training to each machine learning technique.

4.2 Normalization

This research has conducted the normalization of the dataset by using the min-
max method which transforms each attribute-valued become to the same scale between [0-
1]. The min-max normalize method can calculate from Xinew = (Xi = Xmin)/(Xmax-Xmin) Which

can be seen the new attribute-valued after normalization as Figure 4.7 - 4.10.

The Dataset Normalization of Cell Nucleus 1
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4.3 Cross Validation

This research has performed the k fold cross-validation technique to evaluate the
performance of each machine learning algorithm. The k-values of this method is decided
by randomly to conduct the validation process. The k-values will assign the number of the
group that will perform to training and testing time. Subsequently, this method has used
the stratified sampling method to consider for selecting the instance into each group with
the same ratio. Nonetheless, the k-value of this method will random customizing which
divided into two values of 5, and 10. It can be seen in Figure 4.11. The k fold cross-
validation method has been performed in the RapidMiner Studio 7.4 program to evaluate

the classification performance.

Machine Learning Learning Type Classification Mehtod

Decision Tree (DT) Supervised Statistics + If-Then rule

. Likelihood* Prior
Posterior=————————

- Evidence
Naive Bayes (NB) Supervised Probabilistic/Bayes . N
theorem [1r4, (,)JP(Q)
P(C, | A, 4,,...4)=~ —
’ : P(A, A0 A)
Artificial Neural Network Supervised Simulated the neuron
(ANN) P system of a human

The decision of Suitable
Supervised |distance in feature space by | ¥t =-
vector

Support Vector Machine
(SVM)

Figure 4.12 Summary of the Machine Learning Technique Selection



41

4.4 Classification Machine Learning Selection

This research has selected the four machine learning techniques which are the
supervised learning method and different how computation. A decision tree is an algorithm
that represented the tree model which decision-based on historical data statistics with If-
then rule. Naive Bayes is the technique that represented the decision method on the
probabilistic which computed on historical data. Artificial Neural Network is the algorithm
that represented the computation step which simulated the neuron of the human. Support
Vector Machine is the technique that represented the classification algorithm based on the
suitable distance in feature space via a vector. However, the machine learning processing
has also been conducted the data classification in the RapidMiner studio 7.4 program which
can be seen the summary of machine learning technique selection in Figure 4.12.

The range of parameter adjustment has been considered from the pre-test of the
parameter value which impacts the data classification result change. Moreover, the function
adjustment has been selected by considering the function that popularly used for data
classification.

4.4.1 Decision tree (DT)

The decision tree algorithm has conducted the classification by

customizing the parameter setting which focusing on 3 parameters of maximal depth,
pruning, and pre-pruning.
4.4.1.1 Maximal depth
The depth of a tree varies depending upon the size and nature of
the example set. This parameter is used to restrict the size of the Decision Tree. The tree
generation process is not continued when the tree depth is equal to the maximal depth. If
its value is set to -1, the maximal depth parameter puts no bound on the depth of the tree,
a tree of maximum depth is generated. If its value is set to 1, a Tree with a single node is
generated.
4.4.1.2 Pruning
Normally, the Decision Tree is generated with pruning. Setting this

parameter to false disables the pruning and delivers an unpruned Tree. Thus, this parameter
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Random

Decision tree Parameter

Default Customization
Maximum Depth 20 15
Pruning: Confidence Level 25% 5%
) Minimal Gain 10% +5%
Pre-pruning — -
Minimal Leaf Size 2 3,4

Figure 4.13 Decision Tree Parameter Customization

is must setting to prevent the noise in this algorithm. This parameter specifies the
confidence level used for the pessimistic error calculation of pruning.

4.4.1.3 Pre-pruning

Usually, the Decision Tree is generated with pre-pruning. Setting

this parameter to false disables the pre-pruning and delivers a tree without any pre-pruning.
Thus, this parameter setting can be separate into 2 factors of minimal gain and minimal
leaf size. The minimal gain is the gain of a node is calculated before splitting it. The node
is split if its gain is greater than the minimal gain. A higher value of minimal gain results
in fewer splits and thus a smaller tree. A too high value will completely prevent splitting
and a tree with a single node is generated. The minimal leaf size is the size of a leaf node
is the number of examples in its subset. The tree is generated in such a way that every leaf
node subset has at least the minimum leaf size number of instances.

Nonetheless, all parameter of decision tree techniques that focus is random

customized from the default which can be seen in Figure 4.13.

4.4.2 Naive Bayes (NB)

A Naive Bayes classifier is a simple probabilistic classifier based on

applying Bayes' theorem (from Bayesian statistics) with strong (naive) independence
assumptions. A more descriptive term for the underlying probability model would be

‘independent feature model'. In simple terms, a Naive Bayes classifier assumes that the
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presence (or absence) of a particular feature of a class (i.e. attribute) is unrelated to the
presence (or absence) of any other feature. The advantage of the Naive Bayes classifier is
that it only requires a small amount of training data to estimate the means and variances of
the variables necessary for classification. Because independent variables are assumed, only
the variances of the variables for each label need to be determined and not the entire
covariance matrix. Thus, the parameter setting of this method can be separated into 2 types
of using Laplace correction or not using Laplace correction. The Laplace correction is an
expert parameter. This parameter indicates if Laplace correction should be used to prevent
the high influence of zero probabilities. There is a simple trick to avoid zero probabilities.
We can assume that our training set is so large that adding one to each count that we need
would only make a negligible difference in the estimated probabilities, yet would avoid the

case of zero probability values. This technique is known as Laplace correction.

4.4.3 Artificial Neural Network (ANN)

An artificial neural network (ANN) is a mathematical model or

computational model that is inspired by the structure and functional aspects of biological
neural networks. A neural network consists of an interconnected group of artificial neurons
and it processes information using a connectionist approach to computation. In most cases,
an ANN is an adaptive system that changes its structure based on external or internal
information that flows through the network during the learning phase. Modern neural
networks are usually used to model complex relationships between inputs and outputs or
to find patterns in data. The parameter customizing of this algorithm is can be divided into
3 categories of hidden layers, training cycles, and Learning rate. An overall parameter that
using in RapidMiner Studio program can be described as follows. It can be seen in Figure
4.14.
4.4.3.1 Hidden Layers

This parameter describes the name and the size of all hidden layers

which can define the structure of the neural network with this parameter. Each list entry

describes a new hidden layer. Each entry requires the name and size of the hidden layer.
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The layer name can be chosen arbitrarily. It is only used for displaying the model. Note
that the actual number of nodes will be one more than the value specified as hidden layer
size because an additional constant node will be added to each layer. This node will not be
connected to the preceding layer. If the hidden layer size value is set to -1 the layer size
would be calculated from the number of attributes of the input example set. In this case,
the layer size will be set to (number of attributes + number of classes) / 2 + 1. If the user
does not specify any hidden layers, a default hidden layer with sigmoid type and size equal
to (number of attributes + number of classes) / 2 + 1 will be created and added to the net.
If only a single layer without nodes is specified, the input nodes are directly connected to
the output nodes and no hidden layer will be used.
4.4.3.2 Training cycles
This parameter specifies the number of training cycles used for the
neural network training. In back-propagation, the output values are compared with the
correct answer to compute the value of some predefined error-function. The error is then
fed back through the network. Using this information, the algorithm adjusts the weights of
each connection in order to reduce the value of the error function by some small amount.
This process is repeated n number of times. n can be specified using this parameter.
4.4.3.3 Learning rate
This parameter determines how much we change the weights at

each step. It should not be 0.

4.4.4 Support Vector Machine (SVM)

A support vector machine constructs a hyper plane or set of hyper planes in

a high- or infinite- dimensional space, which can be used for classification, regression, or
other tasks. Intuitively, a good separation is achieved by the hyper plane that has the largest
distance to the nearest training data points of any class (so-called functional margin), since
in general the larger the margin the lower the generalization error of the classifier. Whereas
the original problem may be stated in a finite dimensional space, it often happens that the

sets to discriminate are not linearly separable in that space. For this reason, it was proposed
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that the original finite-dimensional space would be mapped into a much higher-
dimensional space, presumably making the separation easier in that space. To keep the

computational load reasonable, the mapping used by SVM schemes are designed to ensure

Randomization

ANN Parameter

Default |Customization
Hidden Layers 1 2,3,4
Training Cycles 500 +100
Learning rate 30% 5

Figure 4.14 ANN Parameter Random Customization

that dot products may be computed easily in terms of the variables in the original space, by
defining them in terms of a kernel function K (X, y) selected to suit the problem. The hyper
planes in the higher dimensional space are defined as the set of points whose inner product
with a vector in that space is constant. However, this algorithm is randomly customization
the parameter in RapidMiner studio program which can be divided into three parameters
of kernel type, gamma-value, C-value.
4.4.4.1 Kernel type
The type of the kernel function is selected through this parameter
which is provided into 4 functions of Linear function, Polynomial function (Poly), Radial
Basis function (RBF), and Sigmoid function. The RBF kernel type is the default value. In
general, the RBF kernel is a reasonable first choice. Here are a few guidelines regarding
different kernel types.
4.4.4.2 Gamma-value
This parameter is only available when the kernel type parameter is
set to Linear, Poly, RBF or sigmoid. This parameter specifies gamma for polynomial, RBF,

and sigmoid kernel functions. The value of gamma may play an important role in the SVM
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model. Changing the value of gamma may change the accuracy of the resulting SVM

model. So, it is a good practice to use cross-validation to find the optimal value of gamma.

Randomization
SVM Parameter —
Default Customization
Kernel type RBF Poly Linear | Sigmoid
Gamma-value 0 0.1,0.2
C-value 0 50, 100

Figure 4.15 SVM Parameter Random Customization

4.4.4.3 C-value
This parameter is only available when the svm type parameter is set
to c-SVC, epsilon-SVR or nu-SVR. This parameter specifies the cost parameter C for c-
SVC, epsilon-SVR and nu-SVR. C is the penalty parameter of the error term. Furthermore,

an overall parameter customizing from the default can be seen in Figure 4.15.

4.5 Performance Evaluation

This research has proposed to evaluate the classification performance which can
be divided into four categories of Accuracy, F-measure, Root mean square error, and
Classification lead time.

4.5.1 Accuracy

The relative number of correctly classified examples or in other words

percentage of correct predictions which can be calculated based on the confusion matrix.

4.5.2 F-measure

The F-measure is defined as the weighted harmonic mean of its precision

and recall which is also can be calculated based on the confusion matrix. A recall is the



47

ratio of a number of events that can correctly recall to number of all correct events.
Precision is the ratio of a number of events that can correctly recall to a number all events
recall. In other words, it is how precise of the recall. And both also can be calculated based

on confusion matrix.

4.5.3 Root Mean Square Error (RMSE)
The RMSE is the standard deviation of the predictions from the ground-

truth. Furthermore, this is one way to measure the performance of a classifier which

considers the error rate or number of misclassifications.

4.5.4 Classification Lead time (Time)

The lead time is one of the performance evaluation of data classification
which is focusing on the processing lead time that each classifier using for computation
and prediction. The processing lead time is starting since running the program until stop
and shows the data classification result.

Nonetheless, this research has proposed to compare the classification
performance of each classifier by considering the highest score of accuracy rate and the
lowest score of error rate which conduct the performance evaluation via the RapidMiner

studio 7.4 can be It can be seen the summary of performance evaluation in Figure 4.16.
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4.6 Data Classification via RapidMiner Studio 7.4

Figure 4.16 Summary of Performance Evaluation Method
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The classification process of this research has been performed in RapidMiner

studio 7.4 program which can be seen the programming diagram in Figure 4.17.
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Figure 4.17 Process diagram of Data Classification in RapidMiner studio 7.4 Program

4.6.1 Read csv/excel

The starting of data classification in RapidMiner studio program retrieves
the dataset which prepared in excel file or csv file type. The dataset that prepared in excel
file will be passed the preparation process which arrange the data of attribute in each
column of excel and starting from first attribute to the labeled or the result of classes. It can

be seen in Figure 41. First, performed to select the read csv/excel in operators’ module as
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step numberl-2. Second, click the Read csv operators to process space as step number3
which these processes can be seen in Figure 4.18 — 4.20.

NRadiusl NTexturel NPerimeterl NAreal NSmoothnessl NCompactnessl ~ NConcavityl NConcave_pointsl ~ NSymmetryl NFractal_dimensionl  Result
0.21009 0.36084 0.72459 0.10291 0.80909 0.81288 0.5644 0.52239 0.77778 1 M
0.25884 0.20257 0.26798 0.14151 0.68182 0.46319 0.37002 0.40299 0.5202 0.55319 M
0.67107 0.45079 0.6455 0.53468 0.37273 0.2546 0.25761 0.09733 0.35859 0.06383 M
0.37905 0.52384 0.35761 0.23555 0.37273 0.09816 0.05621 0.14428 0.25253 0.10638 M
0.57215 0.51065 0.584 0.40742 0.34545 0.6135 0.49415 0.49751 0.63131 0.2766 M
0.29812 0.35746 0.30081 0.17039 0.46364 0.38344 0.22951 0.30846 0.4596 0.17343 M
0.56601 0.4092 0.28768 0.16458 0.4 0.2638 0.19438 0.26368 0.34848 0.25532 M

0.3658 0.40176 0.35768 0.21777 0.55455 0.3589 0.89513 0.40299 0.4899 0.38298 M
0.07653 0.38113 0.07512 0.03321 0.64545 0.21779 0.07026 0.04478 0.38889 0.38298 B
0.26972 0.47785 0.26881 0.1508 0.53636 0.32822 0.26464 0.34328 0.42424 0.34043 M
0.11756 0.38214 0.11278 0.0534 0.46364 0.07048 0.05152 0.07463 0.33333 0.40426 B
0.27446 0.22929 0.25969 0.15228 0.40909 0.10123 0.08665 0.14428 0.26768 0.14894 B
0.48365 0.66901 0.48656 0.33336 0.49091 0.50307 0.39578 0.39303 0.43939 0.31915 M
0.25221 0.2303 0.24463 0.13888 0.35455 0.15031 0.07963 0.11443 0.33333 0.19149 B
0.52388 0.21779 0.52802 0.36585 0.48182 0.60123 0.39344 0.53731 0.55051 0.3617 M
0.39704 0.44133 0.38981 0.24802 0.35455 0.26074 0.2623 0.37313 0.33333 0.23404 M

0.1328 0.34596 0.1266 0.06405 0.44545 0.10429 0.01639 0.0398 0.14646 0.40426 B
0.31374 0.47555 0.30585 0.1863 0.38182 0.20245 0.20141 0.22388 0.27778 0.19149 M
0.24606 0.36557 0.23101 0.1337 0.24545 0.06442 0.05621 0.08955 0.34343 0.14894 B
0.29008 0.19784 0.30005 0.16403 0.79091 0.4816 0.48478 0.47761 0.43434 0.57447 M
0.81731 0.35475 0.8459 0.68611 0.83636 0.82209 1 1 0.80808 0.40426 M
0.30238 0.2259 0.29238 0.17391 0.16364 0.16564 0.1897 0.1393 0.18182 0.17021 B

Figure 4.18 The Sample of Dataset Preparation in Excel File
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Figure 4.19 Read Excel/CSV File Process-1
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4.6.2 Cross validation

The cross-validation process in RapidMiner program is conducted by select
the validation operator in operator's module, thus drag them to process space module. it
can be seen in number 4-6 and after that, a user can adjust the cross-validation parameter

which shown on a number 7. It can be seen in Figure 4.21.
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4.6.3 Machine Learning Selection

Based on the cross-validation process that completed, the user can be done
of the machine learning selection process by double click for cross-validation block in
number 6 of Figure 4.21 and after that select the machine learning operator in operator's
module and drag them to cross-validation space that shown in number 8-11. It can be seen
in Figure 4.22 — 4.23.
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Figure 4.25 Performance Selection Process
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4.6.4 Parameter setting

The parameter setting can be performed by using the parameter module as
can be seen in number 12 which the parameter item will be different in each machine

learning algorithm. It can be seen in Figure 4.23.

4.6.5 Apply model

After completing the machine learning selection and parameters setting, the

user can apply the model by select the apply operator from the operator's module and drop

on the space as can be seen in a number 13-15. It can be seen in Figure 4.24.

4.6.6 Performance Selection

The performance selection process can be done by select the performance
operator and drag to space which shown on the number 16-18. After that, the user can select
the performances which are the objectives of the research as can be seen in number 19. It

can be seen in Figure 4.25.

4.6.7 Run program

Based on the operator put on each part of the RapidMiner program which
can be seen since number 1-19. The use must be put the connection line between operators
which can be seen in number 20-22. After that, the user can run the program to getting the

classification result as can be seen in number 23 of Figure 4.26.

4.6.8 Results
The result of each performance proposed can be shown after the program
running completed which user should be press the result's module that can be seen in a
number 24. Subsequently, the performance results are contained in the performance vector
of number 25. The confusion matrix is shown in number 26 and the model simulation is

shown in a number 27 which can be seen in Figure 4.27.
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Figure 4.27 The Performance Results in RapidMiner Studio 7.4

Table 4.1 Full Combination Evaluation of Data Classification

Classifier Parameter

No. of | Full
Customize- Combination

value Evaluation

Decision Tree k-fold
Max Depth

Min Gain

Confidence level

Minimal leaf size

2

3
3

162
3
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Table 4.1 Full Combination Evaluation of Data Classification (Cont.)

No. of | Full
Classifier Parameter Customize- | Combination
value Evaluation
Naive Bayes k-fold 2 A
Laplace correction | 2
Acrtificial Neural Network k-fold 2
Hidden Layer 4
_. 72
Training Cycle 3
Learning rate 3
Support Vector Machine k-fold 2 50
Kernel type 4
(Gamma=N/A for
Gamma 3 ) 1
Linear function)
C-Value 3

This research has conducted the performance evaluation of data classification in
each classifier by random the parameter customization. However, the full combination
method is performed in order to evaluate the performance which considering the number
of the parameter and the number of customizing values. It can be seen in table 4.1. The
highest performance can be considered from the highest percentage of accuracy, lowest the

ratio of RMSE, and shortest of classification lead time.

4.7 The Performance of Decision tree (DT)

This classifier has conducted to evaluate the performance of 162 combinations
which considered from five factors of k-fold, max depth, confidence level, min gain, and
minimal leaf size. The classification result shown the highest percentage of accuracy with
94.90% which provided the RMSE with 0.215, and the shortest classification lead time

with 1.53 sec. However, the classification result of parameter customizations can be seen
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in Figure 4.28 — 4.32. Moreover, the highest performance of this technique is shown in the
gray color as can be seen in Figure 4.28.

Decision tree: Evaluation performance result-1 Decision tree: Evaluation performance result-2

No | k- | Max Pruning Pre-pruning %Acc | RMSE | Lead No | k- | Max Pruning Pre-pruning %Acc | RMSE | Lead
fold| Depth. [Confidence| Min | Minimal time fold| Depth. [Confidence| Min | Minimal time
Level % | Gain% | Leafsize (sec) Level % | Gain% | Leafsize (sec)

1[5 20 25 10% 2 9296 0.232[ 1.49 51 | 5 25 20 15% 4 94.38| 0.225( 1.62
2 |5 20 25 10% 3 94.72| 0217 152 525 25 20 5% 2 92.96| 0.232| 1.60
3|5 20 25 10% 4 9438 0.225( 1.52 53 |5 25 20 5% 3 94.72| 0.217| 1.60
415 20 25 15% 2 9296 0.232| 1.49 54 [ 5 25 20 5% 4 94.38|  0.225( 1.50
515 20 25 15% 3 9472 0.217f 1.52 55 [ 5 15 25 10% 2 92.96| 0.232| 1.66
6 |5 20 25 15% 4 94.38) 0.225( 1.52 56 | 5 15 25 10% 3 94.72| 0217 1.49
715 20 25 5% 2 9296 0.232[ 1.49 57 |5 15 25 10% 4 94.38| 0.225( 1.49
8 | 5 20 25 5% 3 94.72| 0217 152 58. | "5 15 25 15% 2 92.96] 0.232| 153
915 20 25 5% 4 94.38] 0.225 1.52 55| I8 15 25 15% 3 94.72| 0.217| 1.56
10| 5 20 30 10% 2 94.72| 0.219( 1.50 60 | 5 15 25 15% 4 94.38) 0.225( 1.55
1[5 20 30 10% 3 94.90( 0.215( 1.75 61 | 5 15 25 5% 2 9296 0.232| 1.53
125 20 30 10% 4 94.20( 0.227| 1.50 62 |5 15 25 5% 3 94.72| 0217 1.56
13| 5 20 30 15% 2 94.73| 0.219| 1.50 63 |5 15 25 5% 4 9438 0.225( 1.58
1415 20 30 15% 3 9490| 0.215| 1.53 64 | 5 15 30 10% 2 94.73| 0219 1.56
5[5 20 30 15% 4 94.20( 0.227| 1.58 65 [ 5 15 30 10% 3 94.90| 0.215| 1.53
16 [ 5 20 30 5% 2 94.73|  0.219| 1.55 66 | 5 15 30 10% 4 94.20( 0227 1.53
17 e 20 30 5% B 94.90[ 0.215 1.70 67 | 5 15 30 15% 2 94.73[ 0.219| 1.76
18| 5 20 30 5% 4 94.20( 0.227| 1.55 68 [ 5 15 30 15% 3 94.90| 0.215| 1.53
19(5 20 20 10% 2 92.96| 0.232| 1.59 69 | 5 15 30 15% 4 94.20{ 0.227[ 1.60
20 (5 20 20 10% 3 94.72| 0217 1.72 70| 5 15 30 5% 2 94.73| 0219 1.59
21| 5 20 20 10% 4 94.38] 0.225 1.63 71([5 15 30 5% 3 94.90| 0.215] 1.53
22| 5 20 20 15% 2 9296 0232 1.57 7215 15 30 5% 4 94.20( 0.227( 1.60
23| 5 20 20 15% B 9472 0.217[ 1.53 73|15 15 20 10% 2 9296 0.232( 1.69
24| 5 20 20 15% 4 94.38[ 0.225( 1.52 7415 15 20 10% 3 94.72| 0.217[ 1.60
25| 5 20 20 5% 2 92,96 0.232[ 1.66 7|5 15 20 10% 4 94.38[ 0.225( 1.58
26 | 5 20 20 5% 3 94.72| 0217 1.55 7% [ 5 15 20 15% 2 9296 0.232[ 1.51
21| 5 20 20 5% 4 94.38| 0.225| 1.62 7715 15 20 15% B 94.72| 0217 1.53
28 [ 5 25 25 10% 2 92.96| 0.232| 1.62 8|5 15 20 15% 4 94.38|  0.225( 1.56
29 [ 5 25 25 10% 3 94.72| 0217 1.72 915 15 20 5% 2 92.96| 0.232[ 1.62
0[5 25 25 10% 4 94.38|  0.225( 1.60 80 [ 5 15 20 5% 3 94.72| 0217 1.59
315 25 25 15% 2 92.96| 0.232| 1.96 81 |5 15 20 5% 4 94.38| 0.225( 1.58
2[5 25 25 15% 3 94.72| 0217 1.89 82 | 10 20 25 10% 2 92.80[ 0.241f 1.75
3|5 25 25 15% 4 94.38) 0.225 181 83 | 10 20 25 10% 3 92.80[ 0.238) 1.62
34 |5 25 25 5% 2 92,96 0.232[ 1.60 84 | 10 20 25 10% 4 92.62| 0.237| 1.62
B[ 5 25 25 5% B 9472 0217 1.63 85 | 10 20 25 15% 2 92.80[ 0.241f 1.75
%[5 25 25 5% 4 94.38[ 0.217( 1.59 86 | 10 20 25 15% 3 92.80[ 0.238( 1.58
37 |5 25 30 10% 2 94.73|  0.219| 1.56 87 [ 10 20 25 15% 4 92.62| 0237 1.63
38| 5 25 30 10% 3 94.90[ 0.215( 1.83 88 | 10 20 25 5% 2 92.80[ 0.241| 1.66
9|5 25 30 10% 4 94.20( 0.227| 158 89 | 10 20 25 5% 3 92.80] 0.238) 1.59
40 ] 5 25 30 15% 2 94.73| 0219 1.81 90 | 10 20 25 5% 4 92.62] 0.237| 156

Figure 4.28 The Performance Evaluation of Decision Tree Technique-1
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No | k- [ Max | Pruning Pre-pruning %Acc | RMSE | Lead No [ k- [ Max | Pruning Pre-pruning %Acc | RMSE | Lead
fold| Depth. [Confidence| Min | Minimal time fold | Depth. [Confidence| Min | Minimal time
Level % | Gain% | Leafsize (sec) Level % | Gain% | Leafsize (sec)

4115 25 30 15% 3 94.90] 0.215| 1.65 91 | 10 20 30 10% 2 92.97| 0.240] 1.59
4215 25 30 15% 4 94.20] 0.227| 1.65 92 | 10 20 30 10% 3 92.80] 0.239| 1.63
4315 25 30 5% 2 9473] 0219 1.60 93 |10| 20 30 10% 4 93.32| 0.236| 1.66
4415 25 30 5% 3 94.90| 0.215[ 1.56 94 | 10 20 30 15% 2 92.97| 0.240] 1.59
4515 25 30 5% 4 94.20) 0.227] 153 95 | 10 20 30 15% 3 92.80] 0.239] 1.63
46 | 5 25 20 10% 2 92.96| 0.232| 1.49 9% | 10 20 30 15% 4 93.32| 0.236| 1.76
47 | 5 25 20 10% 3 9472| 0.217) 158 97 |10| 20 30 5% 2 92.97| 0.240[ 1.66
48 15 25 20 10% 4 94.38] 0.225| 1.49 98 | 10 20 30 5% 3 92.80] 0.236| 1.53
4915 25 20 15% 2 92.96| 0.232| 1.66 99 | 10 20 30 5% 4 93.32| 0.236) 1.56
5 | 5 25 20 15% 3 94.72| 0.217| 158 100 | 10 20 20 10% 2 92.80] 0.241] 1.66
101]10] 20 20 10% 3 92.80] 0.238] 1.60 132( 10| 25 20 15% 4 92.62| 0.237) 159
102 | 10 20 20 10% 4 92.62| 0.237| 157 133 ] 10 25 20 5% 2 92.80] 0.241] 1.56
103 | 10 20 20 15% 2 92.80] 0241 155 134 10 25 20 5% 3 92.80] 0.238] 1.59
104 | 10 20 20 15% 3 92.80] 0.238] 1.56 135] 10 25 20 5% 4 92.62| 0.237) 1.56
105 10 20 20 15% 4 92.62| 0.237| 155 136 | 10 15 25 10% 2 92.80] 0.241] 1.63
106 | 10 20 20 5% 2 92.80] 0.241f 1.60 137 10 15 25 10% 3 92.80] 0.238] 1.58
107 10 20 20 5% 3 92.80] 0.238] 1.59 138 10 15 25 10% 4 92.62| 0.237) 1.63
108 | 10 20 20 5% 4 92.62| 0237 1.70 139 10 15 25 15% 2 92.80] 0.241] 1.59
109 | 10 25 25 10% 2 92.80] 0.241| 1.56 140 10 15 25 15% 3 92.80) 0.238| 1.56
110 10 25 25 10% 3 92.80] 0.238| 1.59 1411 10 i 25 15% 4 92.62| 0.237) 1.59
111 10 25 25 10% 4 92.62| 0.237| 156 142 10 15 25 5% 2 92.80] 0.241) 1.60
11210 25 25 15% 2 92.80] 0.241] 1.69 143[ 10| 15 25 5% 3 92.80] 0.238] 159
113 10 25 25 15% 3 92.80] 0.238] 159 1441 10 15 25 5% 4 92.62| 0.237| 1.56
1141 10 25 25 15% 4 92.62| 0.237| 156 145] 10 s 30 10% 2 92.97| 0.240) 154
115 10 25 25 5% 2 92.80] 0.241] 1.68 146 | 10 15 30 10% 3 92.80] 0.239] 1.50
11610 25 25 5% 3 92.80] 0.238] 156 147]10| 15 30 10% 4 9332| 0236 162
117 10 25 25 5% 4 92.62| 0.237| 159 148 | 10 15 30 15% 2 92.97| 0.240] 1.53
118 | 10 25 30 10% 2 92.97| 0.240| 1.58 149 10 15 30 15% 3 92.80] 0.239] 1.56
119 10 25 30 10% 3 92.80] 0.239| 1.56 150 | 10 15 30 15% 4 93.32] 0.236| 1.56
1200 10| 25 30 10% 4 9332| 0236 1.62 151( 10| 15 30 5% 2 92.97| 0.240] 166
121 10 25 30 15% 2 92.97] 0.240] 153 152 | 10 15 30 5% 3 92.80] 0.239] 1.66
122 | 10 25 30 15% 3 92.80] 0.239| 1.66 153 | 10 15 30 5% 4 93.32| 0.236| 1.62
123 | 10 25 30 15% 4 93.32| 0.236| 1.62 154 10 15 20 10% 2 92.80] 0.241] 1.64
124 10 25 30 5% 2 92.97| 0.240[ 1.65 155 10 15 20 10% 3 92.80) 0.238| 1.59
125] 10 25 30 5% 3 92.80] 0.239| 156 156 | 10 15 20 10% 4 92.62| 0.237] 1.56
126 | 10 25 30 5% 4 93.32| 0.236| 1.62 157 10 15 20 15% 2 92.80] 0.241) 1.76
127 10 25 20 10% 2 92.80] 0.241| 1.63 158 | 10 15 20 15% 3 92.80) 0.238| 1.59
128 | 10 25 20 10% 3 92.80] 0.238| 1.62 159 | 10 15 20 15% 4 92.62| 0.237| 1.56
129 10 25 20 10% 4 92.62| 0.237| 156 160 | 10 15 20 5% 2 92.80] 0.241) 1.76
130 10 25 20 15% 2 92.80] 0.241] 179 161 | 10 15 20 5% 3 92.80] 0.238| 1.56
131/ 10| 25 20 15% 3 92.80] 0.238] 1.56 162 10| 15 20 5% 4 9262| 0237) 159

Figure 4.29 The Performance Evaluation of Decision Tree Technique-2
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Figure 4.30 The Accuracy Result of Decision Tree
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Figure 4.31 The RMSE Result of Decision Tree
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Figure 4.32 The classification lead time of Decision tree
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Furthermore, the appropriate of parameter customizing can predict and show the

classification result in RapidMiner studio 7.4 program which declares into two categories

of confusion matrix table and decision tree model. It can be seen in Figure 4.33 - 4.34

respectively.

accuracy: 94.90% +/- 1.52% (mikro: 94.90%)

pred. M
pred. B

class recall

true M true B
195 12

7 345
91.98% 96.64%

Figure 4.33 The Confusion Matrix of the Decision Tree

class precision
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Figure 4.34 The Decision Tree Model from RapidMiner studio 7.4 Program

4.8 The Performance of Naive Bayes (NB)

This classifier has conducted to evaluate the performance of 4 combinations
which customize two factors of k-fold and Laplace correction using. The classification
result shows the highest percentage of accuracy with 92.26% which provided the error ratio
of RMSE with 0.258, and the classification lead time with 0.52 sec. Nonetheless, the
classification result of parameter customizations can be seen in Figure 4.35-4.38 which

shown the highest performance in the gray color as can be seen in Figure 4.35.

No | k-fold | Laplace | (%) Accuracy RMSE Lead time
Using (sec)

1 5 Yes 92.26 0.258 0.52

2 No 92.26 0.258 0.52

3 10 Yes 92.10 0.263 0.62

4 10 No 92.10 0.263 0.62

Figure 4.35 The Performance Evaluation of Naive Bayes Technique
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Figure 4.36 The Accuracy Result of Naive Bayes
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Figure 4.37 The RMSE Result of Naive Bayes
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Figure 4.38 The Classification Lead Time of Naive Bayes
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Moreover, the appropriate of parameter customizing can predict and show the

classification result in RapidMiner studio 7.4 program which declares into two categories

of statistical and confusion matrix which can be seen in Figure 4.39-4.41 respectively.
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p
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4 ES
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Figure 4.39 The Sample of Distribution Result of the Attribute of Naive Bayes.
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Attribute Parameter Class: M Class: B| |Attribute Parameter Class: M Class: B
NRadius1 mean 0.4958  0.2599 [NRadius3 mean 0.4650  0.2078
NRadiusl standard deviation 0.1595  0.1265 [NRadius3 standard deviation 0.1574  0.1120
NTexturel mean 0.4110  0.2865| [NTexture3 mean 0.4705  0.3121
NTexturel standard deviation 0.1545  0.1492| [NTexture3 standard deviation 0.1597  0.1552
NPerimeterl mean 0.5014  0.2426| [NPerimeter3 mean 0.4522  0.1995
NPerimeterl standard deviation 0.1607  0.0972| [NPerimeter3 standard deviation 0.1580  0.1173
NAreal mean 0.3583  0.1514| [NArea3 mean 0.3124  0.1185
NAreal standard deviation 0.1702  0.1204| [NArea3 standard deviation 0.1590  0.1326
NSmoothness1 mean 0.4561  0.3679| [NSmoothness3 mean 0.4899  0.3623
NSmoothness1 standard deviation 0.1324  0.1395 [NSmoothness3 standard deviation 0.1514  0.1471
NCompactness1 mean 0.3929  0.1961| [NCompactness3 mean 0.3439  0.1652
NCompactnessl standard deviation 0.1691  0.1227| [NCompactness3 standard deviation 01732  0.1264
NConcavityl mean 0.3854  0.1299| [NConcavity3 mean 0.3672  0.1525
NConcavityl standard deviation 0.1904  0.1504| [NConcavity3 standard deviation 0.1540  0.1480
NConcave_pointsl mean 0.4395  0.1432 [NConcave_points3 ~ mean 0.6188  0.2659
NConcave_pointsl standard deviation 0.1777  0.1223| |NConcave_points3  standard deviation 0.1777  0.1426
NSymmetryl mean 0.4435  0.3541] |[NSymmetry3 mean 0.3345  0.2421
NSymmetryl standard deviation 0.1563  0.1410[ |[NSymmetry3 standard deviation 0.1575  0.1313
NFractal_dimensionl mean 0.2714  0.2873| [NFractal_dimension3 mean 0.2466  0.1735
NFractal_dimensionl standard deviation 0.1668  0.1662| |NFractal_dimension3 standard deviation 0.1575  0.1266
NRadius2 mean 0.1952  0.0868
NRadius2 standard deviation 0.1552  0.1360
NTexture2 mean 0.2088  0.2023
NTexture2 standard deviation 0.1389  0.1542
NPerimeter2 mean 0.1919  0.0801
NPerimeter2 standard deviation 0.1636  0.1206
NArea2 mean 0.1443  0.0473
NArea2 standard deviation 0.1590  0.1087
NSmoothness2 mean 0.1508  0.1635
NSmoothness2 standard deviation 0.1433  0.1381
NCompactness2 mean 0.2387  0.1751
NCompactness2 standard deviation 0.1584  0.1742
NConcavity2 mean 0.1230  0.0894
NConcavity2 standard deviation 0.1117  0.1463
NConcave_points2 mean 0.3017  0.1990
NConcave_points2 standard deviation 0.1371  0.1389
NSymmetry2 mean 0.1855  0.1959
NSymmetry2 standard deviation 0.1582  0.1377
NFractal_dimension2 mean 0.1188  0.1105
NFractal_dimension2 standard deviation 0.1041  0.1410

Figure 4.40 The Statistical Value of Each Attribute from Naive Bayes
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accuracy: 92.26% +/- 2.65% (mikro: 92.27%)

true M true B class precision
pred. M 186 18 91.18%
pred. B 26 339 92.88%
class recall 87.74% 94.96%
Figure 4.41 The Confusion Matrix of the Naive Bayes
No | k- [Hidden [Training|Learning| %Acc | RMSE | Lead No | k- [Hidden |Training|Learning| %Acc | RMSE | Lead
fold | Layer | Cycle rate time fold | Layer | Cycle rate time

(sec) (sec)
1|5 1 500 30% 93.67 0.227 11.35 37 | 10 1, 500 30% 94.21 0.217 20.29
2|5 1 500 35% 95.08 0.210 10.76 38 | 10 il 500 35% 94.56 0.211 20.33
SIS 1 500 25% 93.85 0.226 10.58 39| 10 1 500 25% 94.03 0.227 20.25
415 1 600 30% 94.02 0.225 12.90 40 | 10 1 600 30% 94.21 0.216 24.33
5 | 5 1 600 35% 94.38 0.218 12.36 41 | 10 1 600 35% 94.56 0.210 24.23
6 | 5 1 600 25% 94.38 0.222 12.49 42 | 10 1 600 25% 93.86 0.227 24.55
7 5| 1 400 30% 94.20 0.223 9.13 43 1 10 1 400 30% 94.91 0.206 16.20
8 | 5 1 400 35% 94.90 0.216 8.62 44 | 10 1 400 35% 94.73 0.210 16.17
9 [ 5 1 400 25% 94.02 0.220 9.03 45 | 10 1 400 25% 93.86 0.223 16.33
10| 5 2 500 30% 94.02 0.230 15.21 46 | 10 2 500 30% 94.03 0.229 37.93
11| 5 2 500 35% 94.55 0.221 19.22 47 | 10 2 500 35% 93.33 0.239 38.00
12| 5 2 500 25% 94.02 0.231 19.19 48 | 10 2 500 25% 92.98 0.245 38.37
13| 5 2 600 30% 94.20 0.224 23.79 49 | 10 2 600 30% 94.03 0.227 46.12
14| 5 2 600 35% 94.37 0.223 23.13 50 | 10 2 600 35% 93.50 0.234 45.92
15| 5 2 600 25% 93.85 0.235 23.00 51 | 10 2 600 25% 92.80 0.246 45.59
16 | 5 2 400 30% 94.55 0.222 15.56 52 | 10 2 400 30% 94.03 0.227 30.68
17| 5 2 400 35% 94.55 0.217 15.43 53 | 10 2 400 35% 94.03 0.228 30.76
18| 5 2 400 25% 94.02 0.221 15.56 54 | 10 2 400 25% 93.86 0.230 30.80
19| 5 3 500 30% 94.02 0.235 25.67 55 | 10 3 500 30% 94.56 0.222 48.33
20| 5 3 500 35% 94.02 0.232 24.48 56 | 10 3 500 35% 94.21 0.219 48.50
21| 5 3 500 25% 93.85 0.234 24.42 57 | 10 3 500 25% 94.21 0.229 49.10
2| 5 3 600 30% 94.20 0.233 25.50 58 | 10 3 600 30% 94.21 0.226 57.89
23| 5 3 600 35% 93.85 0.239 29.85 59 | 10 3 600 35% 94.38 0.221 58.12
241 5 3 600 25% 93.85 0.234 29.82 60 | 10 3 600 25% 94.21 0.233 58.17
25| 5 3 400 30% 94.02 0.235 20.06 61 | 10 3 400 30% 94.03 0.223 38.89
26| 5 3 400 35% 94.55 0.221 19.72 62 | 10 3 400 35% [ 95.08 | 0.194 38.89
27 | 5 8] 400 25% 93.85 0.228 19.66 63 | 10 3 400 25% 94.21 0.224 38.87
28| 5 4 500 30% 93.85 0.237 34.72 64 | 10 4 500 30% 94.38 0.221 59.69
29| 5 4 500 35% 93.32 0.247 35.06 65 | 10 4 500 35% 94.91 0.212 59.95
30| 5 4 500 25% 93.32 0.241 44.47 66 | 10 4 500 25% 94.56 0.21 76.99
31] 5 4 600 30% 93.67 0.241 47.62 67 | 10 4 600 30% 94.38 0.22 58.12
2 4 600 35% 93.49 0.242 47.12 68 | 10 4 600 35% 94.03 0.225 58.72
3] 5 4 600 25% 93.32 0.245 39.69 69 | 10 4 600 25% 94.73 0.217 59.45
34| 5 4 400 30% 94.02 0.232 39.72 70 | 10 4 400 30% 95.06 0.201 59.01
3|5 4 400 35% 93.67 0.233 32.59 711 10 4 400 35% 94.38 0.221 59.69
36| 5 4 400 25% 94.20 0.229 35.46 72 ] 10 4 400 25% 94.38 0.209 59.98

Figure 4.42 The Performance Evaluation of Artificial Neural Network Technique
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4.9 The Performance of Artificial Neural Network (ANN)

This classifier has performed to evaluate the performance of 54 combinations which
considered from four factors of k-fold, hidden layer, training cycle, and learning rate. The
classification result shown the highest percentage of accuracy with 95.08% which the error
of RMSE with 0.194, and the classification lead time with 38.89 sec. However, the
classification result of parameter customizations can be seen in Figure 4.42-4.45 Moreover,
the highest performance of this technique is shown in the gray color as can be seen in
Figure 4.42.
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Figure 4.43 The Accuracy Result of ANN
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Figure 4.44 The RMSE Result of ANN
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Figure 4.45 The Classification Lead Time of ANN

Furthermore, the appropriate of parameter customizing can predict and show the
classification result in RapidMiner studio 7.4 program which declares into three categories
of ANN model, a hidden layer and output layer, and confusion matrix which can be seen

in Figure 4.46-4.52 respectively.

Input  HiddenLayer 1 HiddenLayer2 HiddenLayer3 Output

Figure 4.46 The ANN Model from RapidMiner Studio 7.4 Program



Hidden 1

Node 1 (Sigmoid)
NRadius1: 2.012
NTexturel: 2.477
NPerimeterl: 3.416
NAreal: 0.947
NSmoothness1: 0.255
NCompactness1: 0.534
NConcavity1: 4.429
NConcave_points1: 1.325
NSymmetry1: 1.338
NFractal_dimension1: -5.372
NRadius2: -0.200
NTexture2: -1.637
NPerimeter2: 1.792
NArea2: -1.602
NSmoothness2: 0.109
NCompactness2: -2.806
NConcavity2: 0.390
NConcave_points2: -1.323
NSymmetry2: -0.336
NFractal_dimension2: -3.523
NRadius3: 2.938
NTexture3: 5.303
NPerimeter3: 2.220
NArea3: 3.895
NSmoothness3: 1.840
NCompactness3: -0.186
NConcavity3: 2.771
NConcave_points3: 4.041
NSymmetry3: 2.052
NFractal_dimension3: -0.304
Bias: 4.781

Node 6 (Sigmoid)
NRadius1: 2.332
NTexturel: 2.262
NPerimeterl: 3.221
NAreal: 0.576
NSmoothness1: 1.042
NCompactness1: 0.419
NConcavity1: 4117
NConcave_points1: 1.165
NSymmetry1: 1.320
NFractal_dimension1: -4.704
NRadius2: -0.271
NTexture2: -0.587
NPerimeter2: 1.074
NArea2: -1.249
NSmoothness2: 0.481
NCompactness2: -1.375
NConcavity2: 1.443
NConcave_points2: -0.431
NSymmetry2: -1.033
NFractal_dimension2: -2.271
NRadius3: 2.059
NTexture3: 3.984
NPerimeter3: 1.922
NArea3: 3.524
NSmoothness3: 0.704
NCompactness3: -0.648
NConcavity3: 1.759
NConcave_points3: 3.200
NSymmetry3: 0.008
NFractal_dimension3: -1.382
Bias: 3.503

Node 2 (Sigmoid)
NRadius1: 1.569
NTexturel: 1.785
NPerimeterl: 2.176
NAreal: 0.399
NSmoothness1: 1.176
NCompactness1: 0.712
NConcavity1: 3.432
NConcave_points1: 1.129
NSymmetry1: 0.810
NFractal_dimension1: -3.449
NRadius2: -0.230
NTexture2: -0.249
NPerimeter2: 1.046
NArea2: -0.991
NSmoothness2: 0.614
NCompactness2: -0.684
NConcavity2: 1.186
NConcave_points2: -0.250
NSymmetry2: -0.517
NFractal_dimension2: -1.430
NRadius3: 1.441
NTexture3: 2.944
NPerimeter3: 1.457
NArea3: 2.711
NSmoothness3: 0.569
NCompactness3: -0.718
NConcavity3: 1.424
NConcave_points3: 2.526
NSymmetry3: -0.429
NFractal_dimension3: -1.985
Bias: 2.603

Node 7 (Sigmoid)
NRadius1: 1.208
NTexturel: 1.556
NPerimeterl: 1.632
NAreal: 0.344
NSmoothness1: 1.339
NCompactness1: 0.809
NConcavity1: 3.243
NConcave_points1: 1.183
NSymmetry1: 0.579
NFractal_dimension1: -2.803
NRadius2: -0.174
NTexture2: -0.156
NPerimeter2: 1.069
NArea2: -0.876
NSmoothness2: 0.644
NCompactness2: -0.513
NConcavity2: 1.105
NConcave_points2: -0.275
NSymmetry2: -0.278
NFractal_dimension2: -1.218
NRadius3: 1.188
NTexture3: 2.641
NPerimeter3: 1.288
NArea3: 2.397
NSmoothness3: 0.372
NCompactness3: -0.763
NConcavity3: 1.392
NConcave_points3: 2.313
NSymmetry3: -0.546
NFractal_dimension3: -2.112
Bias: 2.436

Node 3 (Sigmoid)
NRadius1: 0.969
NTexturel: 1.420
NPerimeterl: 2.440
NAreal: 0.379
NSmoothness1: -0.104
NCompactness1: 0.755
NConcavity1: 3.208
NConcave_points1: 1.650
NSymmetry1: 0.509
NFractal_dimension1: -3.271
NRadius2: -0.229
NTexture2: -1.646
NPerimeter2: 1.633
NArea2: -0.854
NSmoothness2: -0.120
NCompactness2: -2.535
NConcavity2: -0.326
NConcave_points2: -1.622
NSymmetry?2: -0.182
NFractal_dimension2: -2.809
NRadius3: 2.530
NTexture3: 3.954
NPerimeter3: 1.598
NArea3: 3.016
NSmoothness3: 2.312
NCompactness3: 0.403
NConcavity3: 2.480
NConcave_points3: 3.341
NSymmetry3: 1.984
NFractal_dimension3: 0.003
Bias: 3.292

Node 8 (Sigmoid)
NRadius1: 0.748
NTexturel: 1.229
NPerimeterl: 1.489
NAreal: 0.097
NSmoothness1: 0.953
NCompactness1: 0.841
NConcavity1: 2.730
NConcave_points1: 1.264
NSymmetry1: 0.312
NFractal_dimension1: -2.386
NRadius2: -0.181
NTexture2: -0.426
NPerimeter2: 1.217
NArea2: -0.536
NSmoothness2: 0.442
NCompactness2: -0.880
NConcavity2: 0.495
NConcave_points2: -0.606
NSymmetry2: -0.230
NFractal_dimension2: -1.364
NRadius3: 1.399
NTexture3: 2.417
NPerimeter3: 1.218
NArea3: 2.193
NSmoothness3: 0.962
NCompactness3: -0.395
NConcavity3: 1.444
NConcave_points3: 2.266
NSymmetry3: -0.087
NFractal_dimension3: -1.306
Bias: 2.165

Node 4 (Sigmoid)
NRadius1: 0.760
NTexturel: 1.085
NPerimeterl: 1.404
NAreal: -0.002
NSmoothness1: 0.657
NCompactness1: 0.763
NConcavity1: 2.290
NConcave_points1: 1.099
NSymmetry1: 0.225
NFractal_dimension1: -2.011
NRadius2: -0.146
NTexture2: -0.394
NPerimeter2: 0.954
NArea2: -0.382
NSmoothness2: 0.384
NCompactness2: -0.777
NConcavity2: 0.341
NConcave_points2: -0.583
NSymmetry2: -0.261
NFractal_dimension2: -1.207
NRadius3: 1.314
NTexture3: 2.079
NPerimeter3: 1.110
NArea3: 1.926
NSmoothness3: 1.003
NCompactness3: -0.200
NConcavity3: 1.268
NConcave_points3: 1.965
NSymmetry3: -0.055
NFractal_dimension3: -1.098
Bias: 1.725

Node 9 (Sigmoid)
NRadius1: -1.736
NTexturel: -4.300
NPerimeterl: 3.301
NAreal: -4.195
NSmoothness1: -3.240
NCompactness1: 3.812
NConcavity1: 1.257
NConcave_points1: 5.717
NSymmetry1: -0.035
NFractal_dimension1: -0.745
NRadius2: 0.568
NTexture2: -4.311
NPerimeter2: 3.867
NArea2: 1.827
NSmoothness2: -1.347
NCompactness2: -4.285
NConcavity2: -5.104
NConcave_points2: -3.666
NSymmetry2: -0.536
NFractal_dimension2: -4.676
NRadius3: 7.881
NTexture3: 2.591
NPerimeter3: 0.257
NArea3: 3.282
NSmoothness3: 6.262
NCompactness3: 1.882
NConcavity3: 1.850
NConcave_points3: 3.925
NSymmetry3: 1.465
NFractal_dimension3: 8.986
Bias: 2.249

Node 5 (Sigmoid)
NRadius1: 1.137
NTexturel: 1.680
NPerimeterl: 1.959
NAreal: 0.269
NSmoothness1: 1.413
NCompactness1: 1.052
NConcavity1: 3.666
NConcave_points1: 1.496
NSymmetry1: 0.500
NFractal_dimension1: -3.182
NRadius2: -0.186
NTexture2: -0.493
NPerimeter2: 1.453
NArea2: -0.925
NSmoothness2: 0.598
NCompactness2: -0.926
NConcavity2: 0.914
NConcave_points2: -0.565
NSymmetry2: -0.245
NFractal_dimension2: -1.598
NRadius3: 1.516
NTexture3: 3.100
NPerimeter3: 1.423
NArea3: 2.791
NSmoothness3: 0.871
NCompactness3: -0.737
NConcavity3: 1.712
NConcave_points3: 2.856
NSymmetry3: -0.343
NFractal_dimension3: -2.123
Bias: 2.952

Node 10 (Sigmoid)
NRadius1: 0.596
NTexturel: 1.286
NPerimeterl: 1.679
NAreal: -0.057
NSmoothness1: 1.010
NCompactness1: 1.201
NConcavity1: 3.198
NConcave_points1: 1.630
NSymmetry1: 0.078
NFractal_dimension1: -2.475
NRadius2: -0.137
NTexture2: -0.725
NPerimeter2: 1.605
NArea2: -0.644
NSmoothness2: 0.454
NCompactness2: -1.277
NConcavity2: 0.312
NConcave_points2: -0.860
NSymmetry2: -0.181
NFractal_dimension2: -1.763
NRadius3: 1.768
NTexture3: 2.942
NPerimeter3: 1.403
NArea3: 2.614
NSmoothness3: 1.421
NCompactness3: -0.312
NConcavity3: 1.824
NConcave_points3: 2.847
NSymmetry3: -0.064
NFractal_dimension3: -1.407
Bias: 2.670

Figure 4.47 The Result of Hidden Layer 1 of ANN from RapidMiner Studio 7.4-1
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Node 11 (Sigmoid) Node 12 (Sigmoid) Node 13 (Sigmoid) Node 14 (Sigmoid) Node 15 (Sigmoid)
NRadius1: 0.274 NRadius1: 0.841 NRadius1: 0.831 NRadius1: 0.328 NRadius1: 0.250
NTexturel: 0.628 NTexturel: 1.199 NTexturel: 1.290 NTexturel: 0.479 NTexturel: 0.690
NPerimeterl: 1.300 NPerimeterl: 1.426 NPerimeterl: 1.667 NPerimeterl: 0.981 NPerimeterl: 1.367
NAreal: -0.349 NAreal: 0.083 NAreal: 0.132 NAreal: -0.236 NAreal: -0.423
NSmoothness1: 0.170 NSmoothness1: 0.937 NSmoothness1: 0.858 NSmoothness1: 0.211 NSmoothness1: 0.310
NCompactness1: 1.110 NCompactness1: 0.757 NCompactness1: 0.801 NCompactness1: 0.736 NCompactness1: 1.188
NConcavity1: 2.195 NConcavity1: 2.566 NConcavity1: 2.711 NConcavity1: 1.484 NConcavity1: 2.331
NConcave_points1: 1.475  NConcave_points1:1.162  NConcave_points1:1.224  NConcave_points1:1.026  NConcave_points1: 1.509
NSymmetry1: -0.174 NSymmetry1: 0.282 NSymmetry1: 0.304 NSymmetry1:-0.138 NSymmetry1: -0.228
NFractal_dimension1:-1.516 NFractal_dimension1:-2.122 NFractal_dimension1:-2.515 NFractal_dimension1:-0.984 NFractal_dimensionl:-1.587
NRadius2: -0.053 NRadius2: -0.174 NRadius2: -0.246 NRadius2: -0.018 NRadius2: -0.098
NTexture2: -0.851 NTexture2: -0.393 NTexture2: -0.432 NTexture2: -0.411 NTexture2: -0.779
NPerimeter2: 1.332 NPerimeter2: 1.037 NPerimeter2: 1.205 NPerimeter2: 0.840 NPerimeter2: 1.464
NArea2: -0.243 NArea2: -0.553 NArea2: -0.599 NArea2: -0.063 NArea2: -0.269
NSmoothness2: 0.322 NSmoothness2: 0.380 NSmoothness2: 0.464 NSmoothness2: 0.274 NSmoothness2: 0.311
NCompactness2: -1.042 NCompactness2: -0.923 NCompactness2: -0.890 NCompactness2: -0.590 NCompactness2: -1.164
NConcavity2: -0.377 NConcavity2: 0.515 NConcavity2: 0.475 NConcavity2: -0.141 NConcavity2: -0.343
NConcave_points2:-0.997 NConcave_points2:-0.609 NConcave_points2:-0.551 NConcave_points2: -0.705 NConcave_points2: -1.082
NSymmetry2: -0.271 NSymmetry2: -0.277 NSymmetry2: -0.270 NSymmetry2: -0.311 NSymmetry2: -0.407
NFractal_dimension2: -1.463 NFractal_dimension2: -1.248 NFractal_dimension2: -1.350 NFractal_dimension2: -0.873 NFractal_dimension2: -1.554
NRadius3: 1.677 NRadius3: 1.329 NRadius3: 1.465 NRadius3: 0.976 NRadius3: 1.747
NTexture3: 2.120 NTexture3: 2.373 NTexture3: 2.396 NTexture3: 1.461 NTexture3: 2.277
NPerimeter3: 1.179 NPerimeter3: 1.210 NPerimeter3: 1.222 NPerimeter3: 0.910 NPerimeter3: 1.274
NArea3: 2.037 NArea3: 2.097 NArea3: 2.228 NArea3: 1.384 NArea3: 2.180
NSmoothness3: 1.756 NSmoothness3: 0.880 NSmoothness3: 1.079 NSmoothness3: 1.106 NSmoothness3: 1.739
NCompactness3: 0.218 NCompactness3: -0.329 NCompactness3: -0.353 NCompactness3: 0.204 NCompactness3: 0.276
NConcavity3: 1.478 NConcavity3: 1.347 NConcavity3: 1.414 NConcavity3: 0.978 NConcavity3: 1.527
NConcave_points3:2.265  NConcave_points3:2.116 ~ NConcave_points3:2.263  NConcave_points3:1.516 =~ NConcave_points3: 2.395
NSymmetry3: 0.117 NSymmetry3: -0.143 NSymmetry3: -0.047 NSymmetry3: -0.001 NSymmetry3: 0.034
NFractal_dimension3: -0.832 NFractal_dimension3:-1.218 NFractal_dimension3:-1.341 NFractal_dimension3:-0.730 NFractal_dimension3: -0.811
Bias: 1.788 Bias: 1.919 Bias: 2.095 Bias: 0.970 Bias: 1.892

Node 16 (Sigmoid) Node 17 (Sigmoid)

NRadius1: -0.395 NRadius1: 0.289

NTexturel: -0.987 NTexturel: 0.728

NPerimeterl: 1.598 NPerimeterl: 1.258

NAreal: -1.855 NAreal: -0.296

NSmoothness1: -1.052 NSmoothness1: 0.498

NCompactness1: 3.034 NCompactness1: 1.067

NConcavity1: 2.155 NConcavity1: 2.241

NConcave_points1:2.686  NConcave_points1: 1.418

NSymmetry1: -1.987 NSymmetry1: -0.180

NFractal_dimension1: 0.886 NFractal_dimension1:-1.539

NRadius2: 0.359 NRadius2: -0.094

NTexture2: -2.349 NTexture2: -0.652

NPerimeter2: 1.529 NPerimeter2: 1.342

NArea2: 0.259 NArea2: -0.292

NSmoothness2: -0.281 NSmoothness2: 0.339

NCompactness2: -1.890 NCompactness2: -0.952

NConcavity2: -2.100 NConcavity2: -0.185

NConcave_points2:-2.920  NConcave_points2: -0.981

NSymmetry2: -1.480 NSymmetry2: -0.259

NFractal_dimension2: -2.604 NFractal_dimension2: -1.378

NRadius3: 0.554 NRadius3: 1.557

NTexture3: 2.692 NTexture3: 2.071

NPerimeter3: 2.555 NPerimeter3: 1.171

NArea3: 2.381 NArea3: 2.024

NSmoothness3: 4.330 NSmoothness3: 1.528

NCompactness3: 2.786 NCompactness3: 0.090

NConcavity3: 2.234 NConcavity3: 1.407

NConcave_points3:3.884  NConcave_points3: 2.192

NSymmetry3: 0.331 NSymmetry3: -0.046

NFractal_dimension3:-1.384 NFractal_dimension3: -0.930

Bias: 1.635 Bias: 1.756

Figure 4.48 The Result of Hidden Layer 1 of ANN from RapidMiner Studio 7.4-2



Hidden 2

Node 1 (Sigmoid)

Node 2 (Sigmoid) Node 3 (Sigmoid) Node 4 (Sigmoid) Node 5 (Sigmoid) Node 6 (Sigmoid)

Node 1:1.134
Node 2: 1.029
Node 3: 1.004
Node 4: 0.770
Node 5: 1.097
Node 6: 1.246
Node 7: 1.002
Node 8:0.911
Node 9: 2.170
Node 10: 0.949
Node 11: 0.737
Node 12: 0.784
Node 13: 0.903
Node 14: 0.591
Node 15: 0.751
Node 16: 0.929

Node 1: 0.860
Node 2: 0.755
Node 3:0.833
Node 4: 0.550
Node 5: 0.841
Node 6: 0.909
Node 7:0.746
Node 8: 0.672
Node 9: 1.645
Node 10: 0.774
Node 11: 0.588
Node 12: 0.595
Node 13: 0.668
Node 14: 0.473
Node 15: 0.571
Node 16: 0.675

Node 1: 1.325
Node 2: 1.203
Node 3: 1.216
Node 4: 0.950
Node 5: 1.263
Node 6: 1.455
Node 7:1.205
Node 8: 1.049
Node 9: 2.598
Node 10: 1.164
Node 11: 0.927
Node 12:1.028
Node 13: 1.045
Node 14: 0.715
Node 15: 0.940
Node 16: 1.056

Node 1: 0.482
Node 2: 0.324
Node 3: 0.350
Node 4: 0.246
Node 5: 0.334
Node 6: 0.375
Node 7: 0.316
Node 8: 0.253
Node 9: 0.645
Node 10: 0.289
Node 11: 0.260
Node 12: 0.292
Node 13: 0.294
Node 14: 0.143
Node 15: 0.273
Node 16: 0.283

Node 1: 1.040
Node 2: 0.966
Node 3:0.898
Node 4:0.718
Node 5: 0.982
Node 6: 1.052
Node 7:0.910
Node 8:0.748
Node 9: 2.003
Node 10: 0.820
Node 11: 0.685
Node 12: 0.705
Node 13:0.828
Node 14: 0.543
Node 15: 0.681
Node 16: 0.864

Node 1: 0.990
Node 2:0.951
Node 3:0.915
Node 4: 0.632
Node 5: 0.896
Node 6: 1.068
Node 7:0.831
Node 8:0.733
Node 9: 1.928
Node 10: 0.856
Node 11: 0.664
Node 12: 0.729
Node 13: 0.715
Node 14: 0.484
Node 15: 0.668
Node 16: 0.830

Node 12: 0.530
Node 13: 0.526
Node 14: 0.376
Node 15: 0.455
Node 16: 0.611
Node 17: 0.446
Bias: -2.400

Node 13 (Sigmoid)

Node 12: 0.596
Node 13: 0.631
Node 14: 0.413
Node 15: 0.639
Node 16: 0.694
Node 17: 0.586
Bias: -2.621

Node 14 (Sigmoid)

Node 12: 0.720
Node 13:0.778
Node 14: 0.508
Node 15: 0.704
Node 16: 0.818
Node 17: 0.720
Bias: -2.893

Node 15 (Sigmoid)

Node 12: 0.768
Node 13: 0.710
Node 14: 0.476
Node 15: 0.630
Node 16: 0.839
Node 17: 0.634
Bias: -2.830

Node 16 (Sigmoid)

Node 12: 1.015
Node 13:1.074
Node 14: 0.712
Node 15: 0.943
Node 16: 1.109
Node 17: 0.896
Bias: -3.492

Node 17 (Sigmoid)

Node 1: 0.857
Node 2: 0.762
Node 3: 0.690
Node 4: 0.550
Node 5: 0.743
Node 6: 0.817
Node 7: 0.661
Node 8: 0.602
Node 9: 1.583
Node 10: 0.676
Node 11: 0.557
Node 12: 0.599
Node 13: 0.625
Node 14: 0.384
Node 15: 0.516
Node 16: 0.678
Node 17: 0.535
Bias: -2.539

Node 1:0.969
Node 2:0.838
Node 3: 0.865
Node 4: 0.651
Node 5: 0.852
Node 6: 0.957
Node 7:0.791
Node 8: 0.693
Node 9: 1.790
Node 10: 0.788
Node 11: 0.615
Node 12: 0.686
Node 13:0.715
Node 14: 0.436
Node 15: 0.650
Node 16: 0.733
Node 17: 0.594
Bias: -2.724

Node 1: 0.885
Node 2: 0.815
Node 3: 0.864
Node 4: 0.645
Node 5: 0.905
Node 6: 0.938
Node 7:0.819
Node 8:0.716
Node 9:1.794
Node 10: 0.783
Node 11: 0.616
Node 12: 0.689
Node 13: 0.686
Node 14: 0.431
Node 15: 0.633
Node 16: 0.791
Node 17: 0.631
Bias: -2.729

Node 1:0.881
Node 2: 0.822
Node 3:0.791
Node 4: 0.576
Node 5: 0.781
Node 6: 0.951
Node 7: 0.695
Node 8: 0.652
Node 9: 1.630
Node 10: 0.757
Node 11: 0.524
Node 12: 0.573
Node 13: 0.609
Node 14: 0.447
Node 15: 0.618
Node 16: 0.729
Node 17:0.579
Bias: -2.613

Node 1:0.857
Node 2:0.770
Node 3:0.756
Node 4: 0.522
Node 5: 0.790
Node 6: 0.869
Node 7:0.715
Node 8: 0.645
Node 9: 1.610
Node 10: 0.667
Node 11: 0.588
Node 12: 0.584
Node 13:0.612
Node 14: 0.441
Node 15: 0.607
Node 16: 0.644
Node 17:0.534
Bias: -2.567

Node 17: 0.784 Node 17: 0.575 Node 17: 0.863 Node 17: 0.210 Node 17:0.703 Node 17: 0.649
Bias: -3.085 Bias: -2.615 Bias: -3.489 Bias: -1.845 Bias: -2.909 Bias: -2.840
Node 7 (Sigmoid) Node 8 (Sigmoid) Node 9 (Sigmoid) Node 10 (Sigmoid) Node 11 (Sigmoid) Node 12 (Sigmoid)
Node 1:0.714 Node 1:0.919 Node 1: 1.045 Node 1: 1.014 Node 1: 1.295 Node 1: 0.739
Node 2: 0.646 Node 2: 0.808 Node 2:0.972 Node 2:0.899 Node 2: 1.255 Node 2: 0.569
Node 3: 0.698 Node 3: 0.766 Node 3:0.892 Node 3:0.885 Node 3:1.180 Node 3:0.571
Node 4: 0.448 Node 4: 0.596 Node 4: 0.694 Node 4:0.709 Node 4: 0.906 Node 4: 0.416
Node 5: 0.683 Node 5: 0.786 Node 5: 0.962 Node 5: 0.886 Node 5:1.248 Node 5: 0.611
Node 6: 0.742 Node 6: 0.963 Node 6: 1.144 Node 6: 1.016 Node 6: 1.447 Node 6: 0.768
Node 7: 0.676 Node 7:0.773 Node 7:0.915 Node 7:0.841 Node 7:1.201 Node 7:0.529
Node 8: 0.561 Node 8: 0.620 Node 8:0.770 Node 8: 0.750 Node 8:1.023 Node 8:0.539
Node 9: 1.397 Node 9: 1.644 Node 9: 1.956 Node 9: 1.922 Node 9: 2.598 Node 9: 1.252
Node 10: 0.631 Node 10: 0.707 Node 10: 0.901 Node 10: 0.802 Node 10: 1.108 Node 10: 0.573
Node 11: 0.440 Node 11: 0.585 Node 11: 0.735 Node 11: 0.607 Node 11: 0.882 Node 11: 0.409

Node 12: 0.463
Node 13: 0.527
Node 14: 0.314
Node 15: 0.473
Node 16: 0.525
Node 17: 0.421
Bias: -2.304

Figure 4.49 The Result of Hidden Layer 2 of ANN from RapidMiner Studio 7.4
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Hidden 3

Node 1 (Sigmoid) Node 2 (Sigmoid) Node 3 (Sigmoid) Node 4 (Sigmoid) Node 5 (Sigmoid) Node 6 (Sigmoid)

Node 1:-0.638
Node 2:-0.498
Node 3:-0.812
Node 4: -0.142
Node 5: -0.611
Node 6: -0.571
Node 7:-0.370
Node 8:-0.516
Node 9: -0.545
Node 10: -0.517
Node 11:-0.814
Node 12: -0.400

Node 1: -0.685
Node 2:-0.533
Node 3: -0.856
Node 4:-0.188
Node 5: -0.655
Node 6: -0.540
Node 7: -0.361
Node 8:-0.463
Node 9: -0.559
Node 10: -0.587
Node 11:-0.781
Node 12: -0.331

Node 1: -0.625
Node 2: -0.512
Node 3:-0.811
Node 4:-0.133
Node 5: -0.566
Node 6: -0.541
Node 7: -0.420
Node 8:-0.484
Node 9: -0.636
Node 10: -0.595
Node 11: -0.827
Node 12: -0.327

Node 1:-0.594
Node 2: -0.476
Node 3: -0.736
Node 4: -0.192
Node 5: -0.558
Node 6: -0.579
Node 7: -0.369
Node 8: -0.464
Node 9: -0.609
Node 10: -0.579
Node 11:-0.752
Node 12:-0.314

Node 1:-0.683
Node 2: -0.458
Node 3:-0.760
Node 4: -0.137
Node 5: -0.612
Node 6: -0.558
Node 7:-0.414
Node 8: -0.497
Node 9: -0.628
Node 10: -0.594
Node 11:-0.840
Node 12:-0.351

Node 1: -0.650
Node 2: -0.485
Node 3:-0.795
Node 4:-0.181
Node 5: -0.624
Node 6:-0.511
Node 7:-0.434
Node 8:-0.489
Node 9:-0.570
Node 10: -0.564
Node 11:-0.727
Node 12:-0.331

Node 10: -0.535
Node 11:-0.736
Node 12: -0.388
Node 13:-0.413
Node 14:-0.500
Node 15:-0.538
Node 16: -0.420
Node 17: -0.415
Bias: 1.473

Node 10: -0.577
Node 11:-0.774
Node 12: -0.407
Node 13:-0.418
Node 14:-0.478
Node 15: -0.525
Node 16: -0.507
Node 17:-0.433
Bias: 1.576

Node 10: -0.536
Node 11: -0.808
Node 12: -0.385
Node 13: -0.442
Node 14: -0.548
Node 15: -0.476
Node 16: -0.529
Node 17: -0.422
Bias: 1.535

Node 10: -0.524
Node 11: -0.806
Node 12: -0.366
Node 13: -0.491
Node 14: -0.523
Node 15: -0.551
Node 16: -0.482
Node 17: -0.446
Bias: 1.614

Node 10: -0.547
Node 11:-0.792
Node 12: -0.336
Node 13:-0.464
Node 14:-0.542
Node 15: -0.520
Node 16: -0.513
Node 17: -0.504
Bias: 1.620

Node 13:-0.453 Node 13: -0.484 Node 13: -0.422 Node 13: -0.447 Node 13: -0.507 Node 13: -0.474
Node 14:-0.529 Node 14: -0.508 Node 14: -0.581 Node 14:-0.533 Node 14: -0.496 Node 14: -0.497
Node 15: -0.542 Node 15: -0.507 Node 15:-0.520  Node 15: -0.545 Node 15:-0.572 Node 15: -0.560
Node 16: -0.496 Node 16: -0.515 Node 16: -0.518 Node 16: -0.433 Node 16: -0.492 Node 16: -0.434
Node 17: -0.445 Node 17: -0.518 Node 17: -0.485 Node 17: -0.461 Node 17:-0.438 Node 17: -0.452
Bias: 1.620 Bias: 1.684 Bias: 1.661 Bias: 1.517 Bias: 1.675 Bias: 1.567
Node 7 (Sigmoid) Node 8 (Sigmoid) Node 9 (Sigmoid) Node 10 (Sigmoid) Node 11 (Sigmoid) Node 12 (Sigmoid)
Node 1: -0.666 Node 1: -0.695 Node 1:-0.701 Node 1: -0.667 Node 1: -0.705 Node 1: -0.645
Node 2: -0.480 Node 2: -0.473 Node 2:-0.444 Node 2:-0.520 Node 2: -0.497 Node 2: -0.483
Node 3:-0.771 Node 3:-0.844 Node 3:-0.823 Node 3:-0.719 Node 3:-0.817 Node 3:-0.796
Node 4: -0.123 Node 4: -0.160 Node 4:-0.153 Node 4:-0.228 Node 4: -0.189 Node 4: -0.149
Node 5: -0.618 Node 5: -0.572 Node 5:-0.641 Node 5:-0.526 Node 5: -0.618 Node 5: -0.524
Node 6: -0.605 Node 6: -0.592 Node 6: -0.556 Node 6:-0.547 Node 6: -0.617 Node 6:-0.540
Node 7: -0.401 Node 7:-0.443 Node 7:-0.425 Node 7:-0.359 Node 7:-0.388 Node 7:-0.361
Node 8: -0.530 Node 8: -0.545 Node 8: -0.463 Node 8: -0.484 Node 8: -0.495 Node 8:-0.430
Node 9: -0.620 Node 9: -0.573 Node 9: -0.605 Node 9: -0.531 Node 9: -0.619 Node 9:-0.583
Node 10: -0.597 Node 10: -0.611 Node 10: -0.523 Node 10: -0.501 Node 10: -0.552 Node 10: -0.529
Node 11:-0.770 Node 11: -0.806 Node 11: -0.793 Node 11:-0.792 Node 11:-0.798 Node 11: -0.765
Node 12: -0.369 Node 12: -0.376 Node 12: -0.361 Node 12: -0.369 Node 12:-0.344 Node 12:-0.343
Node 13:-0.415 Node 13: -0.456 Node 13: -0.415 Node 13:-0.419 Node 13:-0.453 Node 13:-0.480
Node 14: -0.564 Node 14: -0.522 Node 14: -0.540 Node 14: -0.545 Node 14: -0.482 Node 14: -0.502
Node 15: -0.545 Node 15: -0.545 Node 15: -0.506 Node 15: -0.481 Node 15: -0.507 Node 15: -0.462
Node 16: -0.504 Node 16: -0.542 Node 16: -0.447 Node 16: -0.432 Node 16: -0.465 Node 16: -0.422
Node 17:-0.492 Node 17:-0.510 Node 17: -0.508 Node 17: -0.415 Node 17: -0.480 Node 17:-0.458
Bias: 1.686 Bias: 1.760 Bias: 1.622 Bias: 1.469 Bias: 1.668 Bias: 1.450
Node 13 (Sigmoid) Node 14 (Sigmoid) Node 15 (Sigmoid) Node 16 (Sigmoid) Node 17 (Sigmoid)

Node 1:-0.610 Node 1: -0.641 Node 1: -0.609 Node 1:-0.618 Node 1:-0.684

Node 2: -0.500 Node 2: -0.461 Node 2: -0.446 Node 2:-0.521 Node 2: -0.450

Node 3:-0.762 Node 3:-0.793 Node 3:-0.764 Node 3:-0.757 Node 3:-0.809

Node 4:-0.132 Node 4: -0.224 Node 4:-0.157 Node 4:-0.172 Node 4:-0.129

Node 5: -0.571 Node 5: -0.567 Node 5:-0.539 Node 5:-0.541 Node 5: -0.634

Node 6: -0.547 Node 6: -0.517 Node 6: -0.569 Node 6: -0.592 Node 6: -0.588

Node 7:-0.415 Node 7:-0.420 Node 7:-0.436 Node 7: -0.359 Node 7:-0.379

Node 8:-0.454 Node 8:-0.458 Node 8:-0.475 Node 8:-0.518 Node 8:-0.471

Node 9: -0.597 Node 9: -0.614 Node 9: -0.558 Node 9: -0.627 Node 9:-0.533

Figure 4.50 The Result of Hidden layer 3 of ANN from RapidMiner Studio 7.4
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Class 'M' (Sigmoid) Class 'B' (Sigmoid)

Node 1:-1.804 Node 1:1.851
Node 2:-1.875 Node 2: 1.841
Node 3:-1.810 Node 3: 1.885
Node 4:-1.778 Node 4: 1.774
Node 5: -1.882 Node 5: 1.825
Node 6:-1.817 Node 6: 1.790
Node 7:-1.877 Node 7:1.833
Node 8:-1.905 Node 8: 1.868
Node 9:-1.833 Node 9: 1.828
Node 10: -1.725 Node 10: 1.791
Node 11:-1.808 Node 11: 1.889
Node 12: -1.761 Node 12: 1.757
Node 13:-1.753 Node 13:1.770
Node 14: -1.808 Node 14: 1.806
Node 15: -1.812 Node 15: 1.771
Node 16: -1.814 Node 16: 1.827
Node 17:-1.851 Node 17:1.811
Threshold: 4.622  Threshold: -4.622

Figure 4.51 The Result of Output Layer of ANN from RapidMiner Studio 7.4

accuracy: 95.08% +/- 3.02% (mikro: 95.08%)

true M true B class precision
pred. M 198 14 93.40%
pred. B 14 343 96.08%
class recall 93.40% 96.08%

Figure 4.52 The Confusion Matrix of the ANN

4.10 The Performance of Support Vector Machine (SVM)

This classifier has conducted to evaluate the performance of 54 combinations
which customize four factors of k-fold, kernel type, gamma, and C-value. The
classification result has shown the highest percentage of accuracy with 96.84% which
declared the error of RMSE with 0.195, and the classification lead time with 0.52 sec.
Nonetheless, the classification result of parameter customizations can be seen in Figure
4.53-4.56 which shown the highest performance in the gray color as can be seen in Figure

76. Furthermore, the classification result of this method has shown in the RapidMiner
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studio 7.4 which separate into two categories of confusion matrix and kernel model as can

be seen in Figure 4.57-4.58 respectively.

Kernel L.ead Kernel I_.ead

No | k-fold type Gamma | C-Value | %Acc | RMSE | time No | k-fold type Gamma | C-Value | %Acc | RMSE | time
(sec) (sec)

1 5 RBF 0.0 0 64.68 0.432 0.49 31 10 RBF 0.0 0 65.03 0.431 0.76
2 5 RBF 0.0 50 95.25 | 0.253 0.46 32| 10 RBF 0.0 50 95.78 | 0.252 0.56
3 5 RBF 0.0 100 95.07 | 0.236 0.50 33| 10 RBF 0.0 100 94.91 | 0.236 0.56
4 5 RBF 0.1 0 95.42 0.261 0.56 34 10 RBF 0.1 0 95.78 0.256 0.63
5 5 RBF 0.1 50 95.96 | 0.189 0.52 35| 10 RBF 0.1 50 96.14 | 0.185 0.56
6 5 RBF 0.1 100 95.78 | 0.187 0.50 36 | 10 RBF 0.1 100 95.61 | 0.188 0.55
7 5 RBF 0.2 0 95.42 0.247 0.52 37 10 RBF 0.2 0 95.26 0.243 0.63
8 5 RBF 0.2 50 95.78 0.196 0.49 38 10 RBF 0.2 50 95.79 0.196 0.60
9 5 RBF 0.2 100 95.78 | 0.199 0.47 39| 10 RBF 0.2 100 95.26 | 0.199 0.65
10 5 Poly 0.0 0 95.07 [ 0.249 0.46 40 | 10 Poly 0.0 0 95.25 | 0.245 0.54
11 5 Poly 0.0 50 62.74 | 0.494 0.53 41| 10 Poly 0.0 50 62.74 | 0.494 0.66
12 5 Poly 0.0 100 62.74 | 0.493 0.56 42| 10 Poly 0.0 100 62.74 | 0.494 0.76
13 5 Poly 0.1 0 95.07 0.249 0.47 43 10 Poly 0.1 0 95.25 0.245 0.46
14 5 Poly 0.1 50 95.07 | 0.224 0.38 44| 10 Poly 0.1 50 95.79 | 0.218 0.46
15 5 Poly 0.1 100 96.13 0.212 0.40 45 10 Poly 0.1 100 95.96 0.206 0.52
16 5 Poly 0.2 0 95.07 0.249 0.49 46 10 Poly 0.2 0 95.25 0.245 0.42
17 5 Poly 0.2 50 96.84 | 0.195 | 0.520 47 | 10 Poly 0.2 50 96.49 | 0.192 0.63
18 5 Poly 0.2 100 95.61 0.198 0.43 48 10 Poly 0.2 100 95.96 0.196 0.59
19 5 Linear NA 0 94.72 | 0.242 0.75 49 | 10 | Sigmoid | 0.0 0 95.08 | 0.239 0.55
20 5 Linear NA 50 94.90 | 0.184 0.54 50 [ 10 | Sigmoid [ 0.0 50 95.43 | 0.276 0.75
21 5 Linear NA 100 94.72 | 0.187 0.59 51 [ 10 | Sigmoid [ 0.0 100 95.78 | 0.252 0.60
22 5 | Sigmoid [ 0.0 0 94.90 | 0.242 0.45 52 | 10 | Sigmoid [ 0.1 0 95.43 | 0.240 0.51
23 5 Sigmoid 0.0 50 94.90 0.278 0.48 53 10 Sigmoid 0.1 50 95.61 0.190 0.56
24 5 | Sigmoid [ 0.0 100 95.25 | 0.253 0.51 54 | 10 | Sigmoid [ 0.1 100 94.73 | 0.190 0.46
25 5 | Sigmoid [ 0.1 0 95.07 | 0.243 0.52 55 | 10 | Sigmoid [ 0.2 0 93.86 | 0.253 0.61
26 5 Sigmoid 0.1 50 95.60 0.196 0.43 56 10 Sigmoid 0.2 50 88.76 0.318 0.63
27 5 | Sigmoid [ 0.1 100 94.90 | 0.188 0.39 57 | 10 | Sigmoid [ 0.2 100 88.41 | 0.329 0.53
28 5 Sigmoid 0.2 0 94.02 0.254 0.52 58 10 Linear NA 0 94.56 0.189 0.56
29 5 | Sigmoid [ 0.2 50 88.75 | 0.316 0.46 59 | 10 Linear NA 50 94.91 | 0.189 0.58
30 5 | Sigmoid [ 0.2 100 88.39 | 0.328 0.50 60 | 10 Linear NA 100 94.91 | 0.189 0.63

Figure 4.53 The Performance Evaluation of SVM Technique
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Figure 4.54 The Accuracy Result of the SVM
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Figure 4.55 The RMSE Result of SVM
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Figure 4.56 The Classification Lead Time of SVM
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accuracy: 96.84% +/- 0.70% (mikro: 96.84%)

true M true B class precision
pred. M 200 6 97.09%
pred. B 12 351 96.69%

class recall 94.34% 98.32%

Figure 4.57 The Confusion Matrix of SVM

Kernel Model

Total number of Support Vectors: 76

Bias (offset): 3.161

wW[NRadius1] = 438.180 W[NCompactness2] = 195.483
W[NTexturel] = 436.390 w[NConcavity2] = 100.560
W[NPerimeterl] = 411.255 wW[NConcave_points2] = 264.934
W[NAreal] = 270.478 w[NSymmetry2] = 182.505
WINSmoothness1] = 418.936 W[NFractal_dimension2] = 88.563
W[NCompactness1] = 276.411 wW[NRadius3] = 364.272
W[NConcavityl] = 215.758 W[NTexture3] = 526.663
w[NConcawve_pointsl] = 269.599 W[NPerimeter3] = 352.232
W[NSymmetryl] = 414.878 W[NArea3] = 200.158
w[NFractal_dimensionl] = 242.997 W[NSmoothness3] = 448.743
W[NRadius2] = 128.466 W[NCompactness3] = 238.906
w[NTexture2] = 218.693 w[NConcavity3] = 247.494
W[NPerimeter2] = 97.361 w[NConcave_points3] = 515.854
W[NArea2] = 56.176 W[NSymmetry3] = 292.349
W{NSmoothness2] = 164.955 W[NFractal _dimension3] = 204.776
number of classes: 2

number of support vectors for class M: 32

number of support vectors for class B: 44

Figure 4.58 The Kernel Model of the SVM

4.11 The Performance Comparison

The research objective has compared the classification performance of each
machine learning technique which predict the result of a breast cancer dataset. Nonetheless,
the performance comparison of this research can be divided into three categories of

accuracy rate, error rate, and classification lead time as follows.
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4.11.1 Accuracy rate

The accuracy comparison of the classification result can be considered by
the percentage of accuracy and the F-measure score that decided from the percentage of
precision and recall. However, all accuracy rate can be calculated from the confusion

matrix as can be seen in table 4.2.

Table 4.2 Confusion Matrix of Each Machine Learning Technique

DT True M True B Class Precision
Predict M 195 2 94.20%
Predict B 17 345 95.30%

Class Recall 91.98% 96.64%

NB True M True B Class Precision
Predict M 186 18 91.18%
Predict B 26 339 92.88%

Class Recall 87.74% 94.96%

ANN True M True B Class Precision
Predict M 198 14 93.40%
Predict B 14 343 96.08%

Class Recall 93.40% 96.08%

SVM True M True B Class Precision
Predict M 200 6 97.09%
Predict B 12 351 96.69%

Class Recall 94.34% 98.32%

Based on the confusion matrix result, this research can calculate and compare the

accuracy rate of breast cancer data classification which can be seen in Figure 4.59-4.60.
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Finally, the accuracy comparison shown the support vector machine technique is the
highest performance which the accuracy percentage of 96.84%, the F-measure (M) score
of 95.70%, and F-measure (B) score of 97.50% followed by ANN, Decision tree, and Naive
Bayes with the accuracy percentage of 95.08%, 94.90%, and 92.26% respectively.

Machine learning Accuracy | Precision | Recall | F-measure | Precision | Recall |F-measure
Techniques (M) (M) (M) (B) (B) (B)

Decision Tree 94.90%| 94.20%91.98% 93.08% 95.30%| 96.64% 95.97%

Naive Bayes 92.26%| 91.18%|87.74% 89.43% 92.88%| 94.96% 93.91%

Artificial Neural Network 95.08%| 93.40%)]93.40% 93.40% 96.08%| 96.08% 96.08%

Support Vector Machine 96.84%| 97.09%]94.34% 95.70% 96.69%| 98.32% 97.50%

Figure 4.59 The Accuracy Rate Comparison Result

100.00%
08.00%
06 .00%
94.00%
92 .00%
90.00%
88.00%
86.00%
84.00%
Decision Tree Naive Bayes Artificial Neural  Support Vector
Network Machine

Accuracy F-measure (M) mF-measure (B)

Figure 4.60 The Accuracy Rate Comparison Graph

4.11.2 Error rate

The error comparison of the classification result can be decided by the

root mean square error that calculated from the confusion matrix. It can be seen in Figure

4.61-4.62. Nonetheless, the root means square error comparison shown that the lowest error
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is an artificial neural network technique with 0.194 followed by SVM, Decision tree, and

Naive Bayes with 0.195, 0.215, and 0.258 respectively.

Machine learning Root Mean Square
Techniques Error (RMSE)
Decision Tree 0.215
Naive Bayes 0.258
Artificial Neural Network 0.194
Support Vector Machine 0.195

Figure 4.61 The RMSE Comparison Result
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Figure 4.62 The RMSE Comparison Graph

4.11.3 Classification lead time comparison

The classification lead time of this research is conducted by count the

using time that each classifier spends on the prediction process. Ultimately, this research

found two techniques which are the shortest lead time of the prediction process of support

vector machine and Naive Bayes with 0.52 sec followed by Decision tree and ANN with

1.53 sec and 38.89 sec respectively. It can be seen in Figure 4.63-4.64
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Machine learning Classification Lead
Techniques Time (sec)
Decision Tree 1.53
Naive Bayes 0.52
Artificial Neural Network 38.89
Support Vector Machine 0.52

Figure 4.63 The Classification Lead Time Comparison Result

o.
Decision Tree Naive Bayes Artificial Neural Support Vector
Network Machine

Figure 4.64 The Classification Lead Time Comparison Graph



Chapter 5

Conclusion

5.1 Conclusions

This research has proposed to compare the performance of machine learning
techniques through data classification. Subsequently, the breast cancer dataset is selected
from the UCI data repository which contains 30 attributes of breast cell nucleus feature and
the classification type is the binary problem with 569 instances. Furthermore, this research
has selected the machine learning algorithm to perform the data classification which can
be divided into four techniques of the Decision Tree, Naive Bayes, Artificial Neural
Network, and Support Vector Machine. Moreover, this research has randomly customized
the parameters of each algorithm for finding the highest result which using the full
combination method thus evaluate the performance by cross-validation technique. In
addition, the performance evaluation of data classification is conducted via the RapidMiner
studio 7.4 program. Nonetheless, the objective of this research is finding the appropriate
machine learning that can provide the highest performance of data classification which can
be compared into 3 performance of accuracy rate, error rate, and classification lead time as
can be seen as follows.

First, this research has compared the accuracy result of the data classification of
each machine learning technique which considers two performance of the percentage of
accuracy and the percentage of F-measure. However, the highest accuracy rate is the
support vector machine technique which shown the accuracy percentage of 96.84%, the F-
measure(M) percentage of 95.70%, and the F-measure(B) percentage of 97.50% followed
by the artificial neural network, decision tree, and Naive Bayes with the accuracy
percentage of 95.08%, 94.90%, and 92.26% respectively. Second, this research has
proposed to compare the error rate of each machine learning prediction which considers by
the root mean square error (RMSE) method. The lowest of RMSE is the artificial neural
technique which shown the RMSE with 0.194 followed by the support vector machine,
decision tree, and Naive Bayes with 0.195, 0.215, and 0.258 respectively. Finally, the
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classification lead time is conducted to compare in this research which found two technique
that shortest of classification lead time of support vector machine and Naive Bayes with
0.52 second followed by the decision tree and artificial neural network with 1.53 second
and 38.89 second respectively.

In conclusion, the highest performance of data classification is the support vector
machine technique which shown the highest accuracy percentage of 96.84%, small RMSE
of 0.195, and shortest lead time of 0.52 second. Nonetheless, the four parameters of this
technique are customized by performing to 5-fold validation and using the polynomial
kernel type including to specific the gamma-value of 0.2 and c-value of 50. Moreover,
another technique that provides the good classification performance is the decision tree
technique which shown the accuracy percentage of 94.90%, the RMSE of 0.215, and
classification lead time of 1.53 second. Even, the accuracy percentage of the decision tree
technique is smaller than an artificial neural network (ANN) but this is a few different of
percentages which calculate to 0.18%. On the other hand, the ANN technique is shown the

longest of classification lead time thus this is unsuitable when would implement in the real.

5.2 Suggestions and Recommendations

This part has provided some suggestions and recommendations to improve the
classification performance which perceived by the research result as follows.

5.2.1 The dataset is the one important thing that relates to the data classification.
If can prepare the suitable of the dataset it might improve the classification performance.
Because the dataset of this research is different in term of the number of class labeled thus
impact to different the F-measure percentage between the classes as shown in the research
result.

5.2.2 If increase the volume of the dataset it can make more confidence in the
classification result which is become the big data analytics scale.

5.2.3 In term of the machine learning technique, if searching the algorithms that

provide the higher accuracy and shortest of classification lead time which flexible to use
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with other datasets it will encourage the decision-making activities such as ensemble

technique or deep learning technique.

5.3 Future Work

5.3.1 The researcher has proposed to increase the numerical data classification
performance of the support vector machine technique (SVM) technique which would find
the significance parameter that impact to the numerical data classification performance
result.

5.3.2 The future work has proposed to utilize the data classification method to
encourage decision making in real. The researchers expect to conduct the big data analytics
by analyzing the continuous data that relate which internet of thing technologies. Finally,
the data can be updated in real time via IOT and performed analytics to support any

activities that improve the human life.
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Abstrack—his paper proposes an appraisement of Human
Happiness Level (HHL) based on Adr Cuality (40 through the use
of Furzy Logic Inference System (FIS) system. Such a FIS has
recently been realized as a potential altermative to that of
comventional AQ assessment based on standard scales, which
encounter practical difficulties on complicated measures of vanious
hazardous attnbutes and levels of chemical compounds in air.
Diespite the fact that several fizy-based AQ models have been
reported, no fully-developed AD model that considers from

TABLE [ SUMMARY OF HAZARDOUS ATTRIDUTES POk AQI EVALUATION
¥ PREVIOUS PUBLICATIONS

physical attributes to human actualization, esp
has been reported. In this paper, five parameters affecting on
human health, invalving PAM; s, CO, temperature, humidity, and air
pressure, have been considered as inputs for the proposed furry-
based AQ model. The linguistic variables for those Ave parameters
were initially determined based on US EPA 2006 and NOHA
national weather service, and the input membership functions were
correspondingly created. The experimental results were performed
using MATLAB Toolbox 2016a. The particular set of 109 nies
wis employed for decision processes, and the defiescation
provides output values for the designated outpit membership
functions, providing six human happiness levels, involving happy,
comfort, unhappy, depress, sad, and feel sick, This paper offers a

ive on a cormelation between AQ and FAHL through a FIS,
ultimately leading to healthy and happy livings.

Keywords- Human Happiness Level; Fuzzy Logic Inference
System; Air Cuality; Healtly and Happy Livings.

I INTRODUCTION

The assessment of air quality has recently attacked much
inténtion for occupational health research as air quahty 15
one of a major health factor, which affects physical,
physiological and biochemical systems of human, leading 1o
attention and work effectiveness, and resulting 1n longevity
and happiness. A conventional airr quality assessment
approach based on standard scales has long been utilized,
reflecting to health statuses in six categories, ie pood,
moderate, unhealthy for sensitive groups, unhealthy, very

Ithy, and hazardous. Nonetheless, such a conventional
assessment oach cannot be realized utilized to classify
health statuses distinctly due to some practical difficulties,
invalving (i) an inappropnate selection of gas sensors for
particular circumstances, (i) complexity of air measurement
procedures and environments, (1ii) calculation methods, and
(iv) data interpretation and visualization.

Consequently, a fuzzy system, which refers to a
knowledge-based logic concept that cannot be expressed
explicitly as either "True" or "False", has recently been of

Ref, | PM, | €O | 80, | M@, | o | 1'OCs | BTEY | Biencrosels
1 ! Fi ! i = = X
2| Fi ! Fi i I ®
K ! £ ! ! F = !
4 i L i I L L. ¥
5 £ I i ! Fi f =
: i 6 Fi I ! [ ! L
lly hapy 7 7171717 =
8] T ™ ® ] ™ )
MNotes: {=Yes, %=No

much interest for air quality assessment as an altermative to
solve a complexity of wvarious Factors and chemical
compounds in air and envircnments. Recently, several
studies relating to 40T assessment using fuz'.r.}' syslems have
been reported, and hazardous atributes for AT evaluation in
previous publications are summarized in Table | where PAS,
5 a particulate matter, 0 18 Carbon Monoxide, SO, 1s
Sulfur oxides, NOy 1s Nitrogen oxides, Oy 18 Ozone, FOCs
are Volatile Orpanic Compounds, BTEY are chemicals of
henzene, toluene, ethylbenzene and xylene, and Bioaerosols
mvelve fungs, bacteria, viruses, and pollen. Initially, it can be
considered that most recent publications consider five major
factors, i.e, PM,, CO, 80, NO,, and 0y, Subsequently, Table
2 comrespondingly describes the impacts of such five major
attributes as significant factors of air pollution that resiliently
affects human health.

With reference to Table 1, advanced fuzzy-based AQr
models have particularly been studied with additional
factors. 4. K. Goraf et al. [1] have studied a weighted fuzzy
mference system through the use of outdoor air pollutant
parameters in order to determine a Fuzzy Air Quality Health
Index (FAQHD), Three parameters, including Location
Sensitivity, Population Density, and Population Sensitivity,
were mvolved mto the fuzzy system, and the result suggests
that FAQHI can potentially esnmate the air quality and hence
the health impacts. M. Sarkheil and S Rahbari [2] have
compared Mamdani Fuzzy Adr Quality Index (AMFAQ and
Takagi-Sugeno Fuzzy Air Quality Index (TSFAQN) via five
air pollutant parameters. The result reveals that both indices
provide an accuracy of approximately 95%, but TSFAQ!
overestimates the AQH whalst the MFEAQT underestimates the
AQI. Javid et al. [3] have developed the novel model called
Fuzzy-based Indoor Air Quality Index (FIAQ!) that can be
used as a mutual tool with the AQH of US EPA in order to
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Five major AC paramelers

(i) Particulaie matters

Importance on air pollulion aml ETects on Human Health [9-12]

Particle sizes inhaled into body directly affects serious problems on heart and lungs. Generally, particle polhtion can
be classified into PAdy and PAf:«, which means pamticles smaller than 10 pm. and 2.5 pm, respectively.

{ii) Carbon menoxide (€00

€0 is a colorless, odorless, non-imitating gas. Inhalation of low level causes a serious problem for those who have
cardiovascular disease, and remarkably higher level of ©0 can be poisonous.

(i} Sullur dioxide ($04)

Sck 8 a toxic and pungent gas that irritates smell. Inhalstion of S0, may resull in an merease in respiralory symploms,
difficulty in breathing, and premature death.

(iv) Mitrogen dioxide (Vo)

Ny is a reddish-brown texic gas which is a prominent air pollutant. Inhalation of Mo, could possbly worsen
respiratory diseases such s emphysema or bronchitis.

1% 4 pale blue with distinctively pungent smell. Inhalation of O3 could activate various health problems, involving

{v) Crzone () chest pain, coughing, throat irritation, congestion, bronchitis, empliysema, and asthi.
TABLE III. TYPICAL POLLUTANT-SPECIFIC SUB-INDICES OF AR QUALITY INDEX [13]
PMys fugm®) | €O (ppm) S0 (ppb.) Nosippm) | Os(ppm)
AQIR AQI Category
|24 Hours] |8 Hours| 1 Hours| 1 Hours] |1 Hours) QF Bangey 1Of Category
0120 0-44 0-35 0-53 - Uptos0 | Good

12.1 - 35.4 44-94 3675 54 - 100 g 51100 | Moderate

355 554 55-124 76- 135 101-360 | 0.125- 0164 101-150 | Unhealthy for Sensitive Groups

5551504 | 125- 154 186 - 304 361649 | 01650204 151200 | Unhealtny
15052504 | 155304 | 305604 24dwour] | 650-1249 | 0.205-0404 201300 | Very Unhealthy
2805 - 5004 305-504 605 - 1004 [24-hour ] 1250 - 2049 0,408 - 0,604 301 - 200 Hazardous

estimate the impact of both ambient and indoor air pollutants
on human health.

In the case where fuzzy-based AQT was realized in some
specilic eountries and area, MA. Olvera-Garcia ef al [4] has
proposed fuzzy inferences combined with an analytic
higrarchy process for creating the AQ! for assessing the
Mexico City atmospheric system. This model introduces
urnque rules for fuzzy system based on parameter behaviors
and five classes of AQY, involving excellent, good, regular,
bad, and dangerous were evaluated. Meanwhile, MLH. Sowlat
el al [5] has developed the A0Q[ based on a fuzzy inference
svatem call FAQI for Tehran, Iran, which particularly
includes BTEY, and compared to US EPA AQI The system
suppested a balance via different weighting factors of ar
environment and mference rules in fuzzy system. According
to LS EPA 20160, Mtz ef al. [6] has suggested techmcal
assistances for the reporting the AQI, which concentrates on
six different categories with an emphasis on concentration
breakpoints, health and cautionary statements,

In Pardubice micro-region, Czech Republic., F. Hajek
anel P2 Olef [7] have designed a hierarchical fuzzy inference
system for air pollution assessment. The study also suggests
that different areas of the world are charactenized by
different climatic conditions influencing the effect of
atmospheric pollutants on human health Finally, M. M
Assimakopoules ¢l al [8] has studied a fuzmy lome
assessment system on indoor AQ of the underground trains
in Athens, Greece. The system also considers human
comfort, including temperature, relative humidity and
Mumber of passengers, and it was concluded that the fuzzy

logic can be used as a practical tool for optimum
management of air pollutants indoor.

Diespite the fact that several fuzzy-based AQ models
have been reported, no fully-developed AQ model based on
fuzzy system that completely considers from physical
attributes to human actualization, ¢specially happiness, has
been reported. Regardless the use of fuzzy system, JX.
el al, [9] have ranged happiness vanable from O to 4 based
on data collected from China Family Panel Studies (CFPS)
and daily air quality data, invelving six main pollutants and
weather conditions. Meanwhile, C.L. Ambrey ef al [10] have
employed a life satisfaction approach to evaluating ar
pollution in South East Queensland. Emotional stability has
been classified in seven degrees,

In this paper, five ar quality parameters affecting on
human health, involving Phds, CO, temperature, humidity,
and air pressure, will be considered as causes of human
satisfaction. Based upon a hypothesis that the state of human
mind is related to air quality parameters, this paper presents a
new indicator called Human Happiness Level (HHL). The
fuzzy-based A0 model will be employed for HHL
evaluation.

I, Fuzzy Locic INFERENCE SYSTEM

The conception is to provide HHL assessment through a
Fuzzy Logic Inference System (FIS), which refers 1o as an
expert system with an approcamate reasoning process, which
allows transforming several input vectors to a single scalar
output [4]. The FIS 15 generilly based on Set Theory
developed for modeling of nonlinear, uncertain and complex
systems. Two types of FIS available in MATLAB toolbox
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[11] are Wlamdani and Takagi—Sugeno algorithms, but
Mamdani 15 commonly utilized for complex system and
decision processes. Typically, the FIS system comprises four
processes, 1.e. (1) Fuzzfication, () Kule inference, (i) Rule
composition, and (1v) Defuzzification. First, the fuzzification
process is initiated by a transformation of ensp values into
lingwistic terms. Membership functions () subsequently
transform those linguistic terms into scores. In other word, a
membership function for a fuzzy set 4 on the umiverse of a
discourse x is defined as u(x)=[0.1]. where each element of
X is mapped into a range from Oto 1, ie

A={x p (o) € X} m
This paper realized Trapezoidal membership for non-
statistical-based inputs while Gaussian membership function
was used for statistical-based 1 with a mean (m) and a
standard deviation (&). The Trapezoidal membership
function is given by

(0 <alorfx=d

x a,aﬁxﬂb
Ha(x)= IbgrSC

it Laxsd
d-e¢ 2)

where a, b, ¢, and o are a lower limit, an upper limit, a lower
support limit, and an upper support limit, respectively. Note
that a=<b=c<d On other hand, the Gaussian membership

function can mathematically be expressed as follows,
2

—(x-m

Hylx)= W(%) @)
In addition to membership function expressions, fuzzy
operators are necessarily utilized for processing the results of
membership functions. In the case where two fuzzy sets 4

and B are computed, two commen operators are Union and
Intersection defined as follows;

g ()= e e, (), 14, ()} (4)

()= min fee, (), 22,020} (5)

Second, rule inference applies linguistic parameters as for
describing antecedents and eonsequents. In other words, the
FIS utilizes an “TF-THEN" rule-based system, where IF is
the antecedent and THEN 13 the consequent. It should be
noted that the FIS robustness significantly depends upon the
number of defined rules. Third, the rule composition refers o
a process of performing the inference operation on the fuzzy
males in approximate reasoning. Last, the defuzafication
refers to a transforming process for producing quantifiable
results m Crisp values and corresponding membership
degrees. Generally, defuzaification methods include
Centroid, Bisector, Smallest-of-Maximum (SOW), Middle-
of-Maximum (MOM), and Largest-of-Maximum (LOM)
[12].

Fuzzy Logie Inference System (F15)

Eule
Fuezy | | Inference
Inputs | (109 Rules)
-ul.ﬂ.uﬁwn — = Fuzification——
= Trapezondal Rule
P gy i
Carbon Monoxide (C0: ppm.} =Gmesm (E T
Temperature (Temp: “C) SOREAANE )
Relative Huidity (RI: %) Operators Zn il
Alr Pressure fhPa.) P
Centroid | Defuzzification
|
|- Happy = '
2-Comfort as Ot
3-Unhappy Adtritutes (HHL)
4-Depress L
5 Sad =
f-Feel Sick
Figure 1. Research framework for HHL assessments based on air quality.
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Figure 2. Fuzzy inference architecture for the FIHL assessment with five
parameters and two examples of mles 1 and 15 and all trepeated functions
are combined 1o detemmine the HHE using Centrond method,

TABLE IV. RANGES OF INFUT PARAMETERS

Parnmeders Input El‘t: Lnils
PM:s 0-500 pgm’
CO 0-100.000 ppm.
Temyp, -40-120 ol
RH. 0- 1040 %
Alr Pressure )1 4000 hPa

TABLE V. Liscaisme VARIABLES FOR EACH INPUT

FARAMETER.

FParameders Lingnistic Variables
FMzs Very ! t Very
{ug/m’ Law Low  Mediom  High High Highest
[ 4] Very X . - v .

) Lew Low Medium  High Hg Higlest
Temg, , Veary
ey Caoal Warn Hut het
RHC® oy Medum  High I";J?:
Air g
Pressure 1]::3 Low Medium  High
(ha)
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Figure 3. Ovenll fazzy logic disgram of the proposed HHL.
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Figue 4, Menbashp finchon plots of each nput parametes.

HI.PROFOSED FISFOR HHL ASSESSMENTS

Figl illustrates research framework for HHL
assessments based on air quality. ItisseeninFigl that there
are five input atiributes considered in this paper, incdudng(i)
Paticulate matier (Pi%hs : pg/m (i) Cabon monoxide
(CO: ppm), Gid Temperature ( C’). (iv) Relative Hunudxty
(RH: %), and (¥) Air pressuxe (WPe). Table 4 summarizes the
ranges of the five input parameters Table 5 detenmines

linguistic variables for each input parameter. Such five input
attributes are processed in the fuzzification stage through
membership functions. As for illustration, Fig 2 illustrates
fuzzy inference architecture for the HHL assessment with
five parameters and two examples of rules | and 18 and all
truncated functions are combined to determine the HHL
using Centroid Method, Trapezoidal member shap function
was realzed for temperature, relative humidty, and air
pressure. On the other hand, Gaussian membership function
was realized for Plifa5 and C'O since these two parameters

TABLE VI. EXANPLES OF RULES VERSTE LINGUISTE
VARIABLES, INDIC ATING HHL.
Lingumtic Variah ke
Air
" PiMys C0  Tewp. RHE HHL
E gm) Gpm) O 06 Mom

-

18 8 88 £ o B mna o »

OR Qperator

AND Operator
TABLE VII. PROPOSED DESCRIPTIONS sMD EMOTIONAL
INTERFRET ATTOXRS OF HUMANH APPINESS LEVEL (HHL).

HHL Des crip tions and E nvo ional Indexpretations [13-16]
1-Happy SelfRealimbion, Plesure Attsnmerd, Pan Avoidarce,
(1-20) Livirg a Life of Virte, Actualization of One’s Inberent

Fotentials m the Pusuit of Complex and Mexmungfial
Goals ind oth Individual and Seeiety.
2-Combrt Feasant State or Relaxed Feeling of a Human Being in
(51-100) Reaction to Exvvisovets
3.Unhappy Hot cheeafial cr Glad, Not Appropuate or Lucky.
(101-150)
4-Depress Iritable Mocod, Less of Pleasare, Distuh arce in Falling
(151-200) Asleep, Poor Quality of Sleap, Feeling Tied, Charges in
Weight.
£.Sad Enotional Pan, Feelings of Disadvargage, Ims Despaix,
(201300} Gnef, Helplessness, Disappoirdmunt Sonow,
Suffering of Psychological or Non-Physical Ougm
6-Feel sick Feolill, Feel Vexy Upset, and Affocted with Disease cr Tl
(301-500) Health
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Figure 5. Output membership functicn plots of HHL,
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Figurc 6. A 3-dimentional view of HLL between particulate matter versus
Carbon monoxide.

Figure 7. A 3-dimentional view of /7LL between temperatire versus
relative humidity

have a range with average and standard deviation.
Subsequently, the fuzzy inputs were operated based on 109
rules with OR and AND operators,

IV.SIMULATION RESULTS

Simulations have been performed using MATLAB
Toolbox 2016a. Table 6 demonstrates some examples the
linguistic rules versus linguistic variables, indicating all six
levels of HHL. Rule composition was performed and the
fuzzy outputs were then proceeded in defuzzification stage
through centroid method, Table 7 describes and interprets

Figure 8. The developed board for HHL assessments.
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R

Figure 9. the preliminary design of the mobile application user mterface
with raw data of the proposed five parameters affecting on human health.

state of mind, emotions, and health statuses for each level of
HHL, and the output attributes in terms of HHL are happy,
comfort, unhappy, depress, sad, and feel sick. Fig.3 shows an
overall fuzzy Iogic diagram of the proposed HHL. Fig4
comspondmg,l\ shows membership function plots of each
input parameters. Fig 5 finally shows an output membership
function plots of HHL. Fig.6 illustrates a 3-dimentional view
of HHL between particulate matters versus Carbon
monoxide while Fig.7 shows a 3-dimentional view of HHL
between temperatures versus relative humidity.

The circuit board for FHL assessment has been developed
and shown in Fig. 8. The power supply is 5V and the
Arduino was employed as a central processor. The HTS221]
was used as a 16-bit humidity and temperature sensor. The
gas sensor is PMS1003, which can detect PAM, ¢ effectively.
The MiICS-6814 is a robust MEMS sensor for the detection
of pollution, especially for detecting CO in this paper. The
pressure was measured by a digital pressure sensor BMP230
All sensors will transmit values via either a Bluetooth 4.0
module or an ESP8266 Wi-Fi module. Data will be stored in
cloud sever. The future work is to implement the proposed
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FIS for HHL assessment as a cloud computing and display
the results on  Android mobile application.  Fig9
demonstrates preliminary design of the mobile application
user interface with raw data of the five parameters affecting

on human health.

V. CONCLUSIONS

This paper has presented an appralsement of human
happiness level based on air quality through the use of fuzzy
logic inference system. Despite the [act that several fuzzy-
based A0 models have been reported, no fully-developed 40
maodel that considers from physical attibutes to ultimately
human actualization, especially happiness, has been reported.
In this paper, five parameters affecting on human health,
involving FPM,,, CO, temperature, humidity, and air
pressure, have been considered as inputs for the fuzzy-based
AQ model, The limguistic variables have been determined
based on US EPA 2016 and MOAA national weather service,
Simulation results were performed using MATLAE Toolbox
2016a. The particular set of 109 mles was employed with GR
and AND operators. The Trapezoidal membership function
was realized for temperature, relative humidity, and ar
pressure. The Gaussian membership function was realized
for PMys and CO. A Centroid method was realized in
defuzzification stage. Six human happiness levels have been
suggested, involving happy, comfort, unhappy, depress, sad,
and feel sick. This paper has thoroughly demonstrated
membership plots, the 3-dimentional view of HLL between
particulate matter versus Carbon monoxide, and the 3-
dimentional view of HLL between temperatures versus
relative humidity. The circuit board has been developed
based on Arduine with various electronics sensors, including
HTS221, PAMS1003, MiCS-6814, BMP280, ESPE266, and a
power supply module. Implementation on FIS on Android
application is being developed for further use in real-world
apphications. In terms of human health aspects, HHL] 15
important for those who are healthy and happy, and therefore
any entities affecting people to feel sick should be
diminished. It has been proven that FIS is useful to evaluate
an air quality and appraise human happiness level, leading to
healthy and happy livings of human kinds
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Abstraci—this paper presents an analysis of sentiment of
forelgn tourists to Bangkol, Thailand, using data mining
approach through online social networks The objective is to
acquire information on sentiment of foreign tourists in order to
improve and foster tourism industry of Banghkole This paper
has retrieved 10,000 datasets from Twitter in 2007, Such
datazeis were tokenized and filtered in order to obiain
sentiment English words. Subsequently, the sentinent English
wards were purposely classified info live categories of visiting
Bangkok, involving (i) Traveling (ii) Business, (iii) Visiting
Family, {iv) Education, and (v) Health and Treatments It has
revealed thit the traveling purpose has the highest percentage
of 71.93% lollowed by business and visiting family. Therefore,
the sentiment of foreign tourists to traveling in Bangkok was
amalyzed through four approaches, e (i) Decision Tree, (i)
Maive Bayes, (iii) Support Vector Machine {5V}, and (iv)
Artificial Neural Metwork (ANN), using Rapidhiner StudioT.4.
The results have shown that the forcign tourists vist in
Bangkok mesily for nightlife activity, Thal coliure, and
shopping with percentages of 65.54%, 16.07%, and 13.61%,
respectively, meamvhile temple and historical sites, Thai
cuisine, and mafure are nol significant, The accuracy of
sentiment analysis approaches of Decision Tree, Naive Bayes,
SVM, and ANN are 79.83%, 55.66%, 80.11%, and 80,33%,
respectively. Based upon ANN approach that provides the
highest accuracy, the positive sentiments were found to be a
visit for mightlife activity, temple and historical sites, Thai
cuisine, and nature. On the other hand, the negative sentiment
was Thal culture while shopping is relatively meutral. This
paper therefore suggests an acceleration of nightlife activity of
Bangkok in erder to foster tourism industry of Bangkolk

Keywords-Sentiment Anlysis; Data Mining;, Cnline Social
Netwark; Foriegn Tourists;

[ INTRODUCTION

Thailand 15 a Southeast Asian country, and Bangkok 15 a
capital city where a variety of places and activities have
attracted foreign tounsts to visit for several purposes such as
business, traveling, health and treatments, visiting family, or
even education. Recently, Thai government has launched an
economic growth engine which includes a digital tourism
economy. Therefore, information on the sentiment of foreign
tounists will be useful for setting a tourism roadmap as a part
of a digital tourism strategy.  Although information on
sentiment can be acquired by means of a poll through the use

of tradmional questionnaire and interview approaches, data
analvtics has been of much interested as ome of potential
alternative through Omnline Social Network (OSH)
smartphones or computers, involving, for instance Twitter,
Facebook, Instagram, and Google Plus.

Based on a Digital, Social and Mobile in 2017 Report [1],
active wsers of Twitter are 317 million people due to a
function of rapid analytics and uncomplicated monitoring
through all summanzing an opinion in 140 characters.
Therefore, opinions from Twitter have been utilized as a
major social media for sentiment analysis over other OSNs.
Several studies regarding sentiment analysis have been
reported 1n recent vears. Shweta Rana ef al [2] have studied
sentiment of movie reviewers for four movie types, 1e
action, adventure, drama and remantie, using Support Vector
Machine (5Vh) and Naive Bayes approaches to compare the
accuracy of sentiment by RapidMiner. Akshi Kumar and
Ritu Rami [3] have proposed a Probabilistic Neural Network
(FNM) with a self-adaptive approach to perform sentiment
analysis. Two types of PNN were also introduced, i.e. PNNC
and PNMS. The accuracy of PNNC B 95% while PNNS 15
0%, suggesting that PNNC has a better performance than
PRINS. Ankur Goel et al [4] have implemented Naive Bayes
using Sentiment140 for a high-speed training process, and
also employed SentiWordMet in order to improve an
accuracy of classification of tweets, resulting in an accuracy
of 58.4%. Pierre Ficamos ef al [5] have retrieved data of
Weibo for sentiment analysis using Naive Bayes amd
particularly suggested to rely on Part of Speech (POS) tags in
order to extract unigrams and bigrams features. It can be
consider that sentiment analysis can potentially be realized in
various applications and purpozes. [n addition to sentiment
analysis examples mn [2-5], Rapdiiiner [6-8] has been
recognized as one of advantageous data science software,
which offers an integrated environment for machine learning,
deep learming, texdt mining, and predictive analytics.

This work particularly presents sentiment analysis of
foreign tourists 1o Bangkok, Thailand. The objective is to
discover real purposes of wvisits as well as sentiment of
foreign tourists in order to foster tourism industry of
Bangkok. Datasets were retrieved from Twilter using
RapidMiner Studio Version 74. The research procedure will
initially classify a purpose of wvisit, and consequently
cmphasize on traveling in order to acquire information on
sentiment, which may be positive, negative, and neutral,
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IL. PROPOSED SENTIMENT ANALYSIS AFFROACHES

A, Texi Analytics

Text mining is a process of discovering information as
forms, patterns, or trends, which are hidden in original text
based on Statistics and Mathematics. In order to perform text
mining for sentiment analystics, the theories related 1o an
unstructural language are analysed due to the difference in
nalure of  background  of human  learming  skill  and
knowledgded. Therefore, the Natural Language Processing
(NLPY [9] s  importantly required for transforming
unstructural to structural languages. Typically, NLP can be
separated  into  three  processes, Le. (1) document
summarization that reduces unnecessary texts, retaining the
important points from original document, (1) document
classification is a process o assign classes or categories of
documents in order to simplify further processes in terms of
training. managing, and sorting, and (iii) document clustering
is a grouping of documents with similar contents for fast
topic extraction and information retrieval or filtering. The
Following sentiment analytics has been followed the three
text mining process as described above in order to obiain an
accuracy analvtics results .

B. Sentiment Analytics Technigues

Generally, human attitudes and  sentiments  can be
transformed into mathematical models by representing the
numbers  that indicates positive, negative, or neutral
expression. Therefore, sentiment analytics based on OSNs
has lately been one of attractive approaches m order W
understand criticisms or perceplions on products or services.
This research focuses on four techniques of machine learning
techniques, involving (1) Decision Tree, (ii) Naive Bayes,
{iii) SVAL and {iv) ANN, for sentiment classification and
aceuracy evaluation as follows.

1} Nalve Bayes

Maive Baves techmique i a family of probabilistic
classifiers based on Bayes' theorem with independence
assumplions among features [2,4.9]. The calculation of
posterior probability is given by

poh)= plap) < p(b) m

pia)

where p(bla) is the probability that class b occurs before
class a, p{alb) is the probability that class a occurs before
class b, p(a) is the probability of occurrence a, and mb) is
the probability of occurrence b, Such a Nalve Bayes
technique provides uncomplicated computation process as
cach distribution can be independently estimated a5 a one-
dimensional distribution,

2} Decision Tree

A decigion tree [10-11] is a decision support toeol, which
15 a non-parametric supervised leaming method commonly
applied to classification and regression of multiple variable
analyses. The decision tree has a tree-shaped diagram for
representing a possible decision and consequences,

Class 2

wix+h =17

Figure 1. Dremonstration of lmwar separating typerplanes for the
:p:pa.nl\'lc 2-dimentional case of SV Ipclmnpn:

involving, for instance. chances, event oulcomes, resource
costs, and utilities. Tvpically, the decision tree can be
constructed by Entropy (Ent) and Information Gain (1G).
The Entropy s average number of hinary questions which
are in the form of infinitely trials to distinguish events, and
can be calculated by

Ent(e,) = —p(e og, ple) 2)

where p{) is a probability of dataset i=1,2,3..n. Generally,
entropy 15 alwayvs nonnmegative and 18 zero when one items o
has a unity probability. The G is the change in eniropy
from prior states to a state, and is hased on the decrease in
entropy after a dataset is split on an attribute, The 1G can be
found as Follows:

IG =Ent(FR) - {{ple, ) Ent(g, )]+ [ple, )= Entle )]+ -} (3D

where Ent(FR) is an mformation entropy ol overall datasets
before splitting,
3 Support Vector Machine {SVM)

Support Vector Machine (SVAM) [12-13] i= principally a
discriminative classifier that performs both regression and
classification by constructing  hyperplanes in a  muli-
dimensional space that separates cases of different classes,
Cienerally, SV offers effective in high dimensional spaces,
and exploits less memory since a subsel of trining points in
the decision function is realized. Moreover, SVM provides
versatility in terms of Kemnel functions types for any specific
classification purposes, Fig. | demonstrates linear separating
hyperplanes for the separable 2-dimentional case. It can be
seen from Fig.1 that the support vectors are highlighted with
large circle. Inuitively. the decision boundary should be as
far away from the data of both classes as possible. This
property implics the maximization of the margin (). With
reference 1o Figl, given the training data {x1} for
=1,23,..n x € R, w € {-1,1} where x is datum,
representing by a vector with the o dimension and y is a
binary ¢lass of -1 or +1, the support vector maching finds the
best hyperplane which separate the posiive from  the
negative example, i.e. a separating hyperplane. In principle.
the points x on the hyperplane satisfy the formula wix+b=0,
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[E1]

Figure T Ceneral ANN diagram; () a single neuron madel, (b} a three

Ever ANM struchme.

where w is a nonmal vector, that is perpendicular to the
hvperplane. |bl/||w] is the perpendicular distance from the
hvperplane to the origin, and [|w| is a Euclidean norm of w
and b 15 a constanl.

4)  Arnficial Nentral Network (ANN)

An artifieial neuron network [14] is a computational
system composed by highly  interconnected processing
elements based on the structure and functions of biclogical
nervous svstems. The ANN processes information through
dvnamic state response to external inputs and leaming
process, Fig.2 (a) and (b) show a single newron model and a
three-layer ANN, respectively. It is seen in Fig.2 (a) that the
number of input element vectors R, which is weighted by a
gain I, iz combined with a biaz b, and the combination
result m is fed to am activation function f which is a
sigmoidal function for this case, providing the final result a.
Om the other hand, Fig.2 (b) illustrates a full diagram of the
ANN composed by mputs, lndden, and outputs with a total
of & lavers. The generahized mathematical model of the ANN
can be expressed as

ag = f(Wegpy+bs) 4

Generally, the ANN can be configured for several specific
applications, such as patterm recognition. data classification,
clustering, and prediction.

1L PROPOSED SENTIMENT ANALYSIS

A. Research Methodology and Framework

The research methodology is an intelligent approach of
sentiment data retricval using RapidMiner Studio version
7.4. A number of 10,000 tweets in English language were
randomly retrieved and summarized from those foreign
tourists who express their opinions to Bangkok. The
purposes of tourists have been classified into five categories,
ie. (i) traveling, (i) business, (i) viziting family, (iv)
education, and (v) health and treatments,

Of particular interest in a category of traveling,
remarkable places and activities in Bangkok are classified
into nature, Thai culture, temple and historical sites, Thai
cuising, nightlife activity, and shopping. Based upon such
remarkable places and activities mentioned above,

TARLEI SOME EXAMPLES OF TWEETS OF EACH FOREIGN TOURIST
Sentiment
B cLnevts Acmalvsis

1 Banghok buddfra this was beawifud Peaitive

2 A penfect stay af Mandarm Orieniol Banghok Pemitive

3 Walking.the weather is amazing b is very hor Negative
I don't undersiand their intent belind the hashiag -

1 trend # where v pappu? '\q?a““
Casting call for aspiring madel siam cemter in .

P og E Jamisiamich Meutral

& Banghok thailand natéoral mrseurn, Lasi year [ Neutml

was af ihe Notloral prsear (n Banglbok,

classifications of sentiment of those tourist activitics can be
divided im0 positive, negative and neutral, which are
represented by a score of +1, -1, and 0, respectivelv. Table 1
provides some examples of sentiments of retrieved from
gach foreign tourist, Four machine learning techniques,
invelving Decision Tree, Naive Bays, Anificial Neural
Metwork (ANN), and Support Vector Machine (SVM), werc
cmployed for sentiment analvsis. Additionally. the accuracy
of the four machine leaming techniques was compared in
order 1o achieve the best analysis techmique. Fig. 3 depicts
the classification of visiting purposes of foreign tourisis
from tweets where the sentiment analysis realizes five major
processes in consequences, L.e. data collection, text analysis
and mining. and classification. In particular, five specific
purposes were classified, including traveling, business, (iii)
vigiting family, education, and health and treatments,

—

Trat Mining

Classification ol Visiag Purposrs

|
=] = )

'Il'lp_lut: k]

Classification of visiting purposes of foreign tourists from

[ Tews rimg Parposes |

S

T
[ e e e [
Accuracy

—=

k| ©omparhon
|
I 1
Ponitiur Negaiive Moewnral

Research and methodology framework for Sentiment analysis of
fereign tourist

Figure 4.
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Figure 5. Block diagram of text processing operaors.

B. Data Analytics Processes

Fig 6 shows the classification of visiting purposes of
10,000 tweets, which were randomly retrieved from foreign
tourists. The retrieved data were subsequently transformed to
be structural data prior to classification process. Fig. 4 shows
research and methodology framework for sentiment analysis,
Fig.5 demonstrates the block diagram of text processing
operator. As can be seen from Fig.5, tokenization has
mitially been performed in order to transform original texts
into phrases, words, symbols, or other meaningful elements
generally called tokens. Such tokens are filtered by length,
and subsequently converted into be stem words. Finally, stop
words such as articles, e.g. a, an, the, were removed by a
stop-word filtering operator.

In order to expose the importance of a word in a
collection or corpus, a numerical statistic method called
Term Frequency-Inverse Document Frequency (#fidf) [15]
was realized in order to create a vector format for further
segmentation process. Such a tfidf is a function of the
number of times that term f occurs in document (), and total

number of datasets in the corpus (D). In other words, tfidf

can mathematically be expressed as
iy 4.0 = Wi X1, )

where 1 is the number of times that a word occurs in each
data set while idff, ry 1s a measure of an occurrence of a word
that provides common or rare information across that of total
number of documents. The idfi.cy can be found through the
logarithmically scaled inverse fraction as follows;

D
=1
10 °8|{2 eD.tc d}l

Those significant words obtained from (5) were analyzed
through four machine learning techniques mentioned earlier,
The k-fold cross validation technique was employed for
training and testing datasets. Typically, the dataset is divided
into k subsets, and the holdout method is repeated & times. In
this paper, the datasets were divided into 10 sets, where 9
sets were used for training and the remaining dataset was
used for testing The iteration process was performed 10
times, The measurement of sentiment classification accuracy
in percentage can be calculated using

(5)

)

True(Sentiment)

‘ i (7
True(Sentiment )+ False(Sentiment )|

Acouracy(%) -

where True(sentiment) 1s a summation of true sentiment
prediction for the classes of Positive T(Pos). Negative

TABLE 11 CONFUSION MATRIX FOR THE PREDICTION ACCURACY
Sentiment Classes
Predictions —
True Neutral True Positive _True Negative
New. TiNen) F(New) F(New)
Pos. F(Pos) T Pos) MPos)
Neg, F{Neg) FiNeg) N Neg)

m1. Traveling 71.93%

=2 Business 17.93%

m 3, Visiting Family 530%

m4. Education 3.99%

m 5. Health and Treatments 0.85%

\

Figure 6. Proportion of visiting parposes to Bangkok.

63.54%

1607%  1361%
- 228% 2.28% 0.22%
Niglilife Thai Culture Shopping ~ Temple Thai Nature
Activity &Historical  Cuisine

Site
Figure 7. Proportion in pescentage of purposes for traveling in Bangkok.

T(Neg), and Neutral T(Neu) 1e True(sentiment) =
T(Pos)*T(Neg )+ T(Neu). Meanwhile, False(sentiment) is a
summation of false sentiment prediction for the classes of
Positive F(Pos) , Negative F(Neg) , and Neutral F(New), i.e.
False(sentiment) = F(Pos)-F(Neg)+F(New). The numerical
values for the measurement of sentiment classification
accuracy can be obtained from the confusion matrix as
described in Table 2.

IV. EXPERMENTAL RESULTS

The experimental results will be described in four aspects,

mvolving (1) visiting purposes, (i) traveling types, (1)
numerical values of sentiment classes, and (iv) comparison
of accuracy of the four analysis techniques.
A. Results of Visiting Purposes

Fig. 6 reveals the proportion of the visiting purposes of
foreign tourists to Bangkok. It is seen in Fig.6 that the largest
portion is for traveling with a percentage of 71.93% followed
by business, visiting family, education, and health and
treatments with percentages of 17.93%, 5.30%, 3.99% and
0.85%, respectively. Fig. 7 shows the proportion in
percentage of purposes for traveling in Bangkok. The highest
percentage is 65.54% of mightlife activity followed by Thai
culture, shopping, temple and historical site, Thai cuisine and
nature with percentage is 16.07%, 13.61%, 2.28%, 2.28%
and 0.22% respectively. As the objective of this paper is to




98

TABLE IIL THE CONFUSION MATRIX OF TECHNIQUES AND

PREDICTIONS ON SENTIMENT CLASSES,

Techniques and Sentiment Classes
Predictions TrueNeu.  TruePos.  True Neg.
New, 4122 1216 194
(I) Decislon Tree  Pos. 26 562 6
Neg. 2 R 1046
Neu, 1500 76 1o
(1) Nalve Bayes Pos. 838 990 31
Neg. 1512 716 1208
New. 3948 1020 174
(I) Support =
Vector Machine Pos, 197 7% 26
Neg. 5 6 1046
New., 4028 1084 184
(iv) Artificial
Neural Network P e s 15
Neg. 1 3 1046
TABLEIV.  COMPARISONS OF SENTIMENT CLASSIFICATION
ACCURACY.

Sentiment Artificial  Support
Qussification g m Neural  Veclor
Mn Network Machine
Accuracy (%) 79.83 55.66 8033 8011

acquire information on sentiment of foreign toursts in order
to mprove tourism in Bangkok, Fig. 7 finally suggests that
traveling should be fostered in order 10 promote the tourism
in Bangkok.
B. Accuracy Analysis

The accuracy was analyzed using RapidMiner Studio
Version 7.4. Table 3 summarizes predictions of each
technique on sentiment classes in terms of true neutral, true
negative, and true positive, It can be considered based on
7,193 tweets of the traveling type, ANN provides the
highest number of 4,025 for true neutral prediction whilst
Naive Bayes provides the highest number of 990 for true
positive prediction. For true positive, the number of 1,046
was equally predicted by decision Tree, SVM, and ANN,

Table 4 shows the comparison of sentiment classification
accuracy for each technique, the best performance is given
by ANN with an accuracy of 80.33% followed by SVM,
decision tree, and Naive Bayes with an accuracy of 80.11%,
79.83% and 55.66%, respectively, Based upon the prediction
results in Table 4, ANN techmque was selected for analyzing
the sentiment of foreign tourists in traveling category. Fig 8
summarizes the sentiment results of foreign tourists to
Bangkok. It 1s shown in Fig 8 that the positive sentiment of
nightlife activity, temple and historical sites, Thai cuisine,
and mature have scores of 029, 026, 039, and 037
respectively. On the other hand, the negative sentiment of
Thai culture with a score of -0.36, while shopping s
relatively neutral with a score of 0.03.

03 0.39 037

0.29 0.26
0.02
o
0.5 0.36
-1
Nightlife Thai  Shopping Temple &  Thai Natwre

Historical Cuisine
Site

Activity  Culture

Figure 8. Sentiment of foreign tourists.

V. CONCLUSION

This paper has presented an analysis of sentiment of
foreign tounsts to Bangkok, Thailand, based on 10,000
datasets from Twitter in 2017. The purposes of visits were
initially classified into five categories of visiting Bangkok,
involving (i) Traveling, (i) Business, (i) Visiting Family,
(1v) Education, and (v) Health and Treatments, The results
have revealed that the traveling purpose has the highest
percentage of 71.93% followed by business and visiting
family. Therefore, the sentiment of foreign tourists to
traveling in Bangkok was analyzed through four intelligent
approaches, i.e, Decision Tree, Naive Bayes, SVM, and
ANN, using RapidMiner Studio7.4. The results have shown
that the foreign tourists visit in Bangkok mostly for nightlife
activity, Thai culture, and shopping with percentages of
65.54%, 1607%, and 13.61%, respectively, meanwhile
temple and historical sites, Tha: cuisine, and nature are not
sigmficant. The accuracy of sentiment analysis approaches of
decision tree, Naive Bayes, SVM, and ANN are 79.83%,
55.66%, 80.11%, and 80.33%, respectively. ANN technique
was selected for analyzing the sentiment of foreign tourists
in traveling category. Classifications of sentiment of those
tourist activities can be divided into positive, negative and
neutral, which are represented by a score of +1, -1, and 0,
respectively. The positive sentiments of nightlife activity,
temple and historical sites, Thai cuisine, and nature have
scores of 0.29, 0.26, 0.39, and 0.37 respectively. On the other
hand, the negative sentiment of Thai culture with a score of -
0.36, while shopping 1s relatively neutral with a score of 0.03.
This paper therefore suggests an acceleration of nightlife
activity of Bangkok in order to foster tounsm industry of
Bangkok.
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Abstract— The increasing wtilization of Fuzzy Logic Inference Files Temp. L y L

System (FIS) has been recently realized as a potential HE _;\ A

alternative tool for complicated Air Quality (AQ) assessment ] --l;,—" ----- T é e A

associnted with appraisement of Human Happiness Level A_, >
(HHL). Since there is still an insdequacy of further experiment |1¢ ilew aad BB sod BLew U r— | =
on accuracy comparisen between predefined FIS and actoal A
satisfaction for HHL appraisement, this paper proposes a . Temp. - I

particular FIS for an appraisement of HHL based on = I I

temperature, relative humidity, and particulate matter in air 5 "ﬁ‘ /\ ‘ Fd|
together with an accuracy evaluation through the use of actual - Y W ___ """""

survey from 22 diversified participants to compare the result. In e = 1

this rescarch study, temperature, humidity, and particulate | s Yoy b el s warm s L then s Happry J
matter are defined as main representatives for physical | !
attributes or parameters affecting on human  health and Defuxsificatien ¥

satisTuc tion in order to consider human actualization, especially (Centroidy .

happiness: the mentioned FIS s then created corresponding to
thase of specific parameters in form of linguistic variables based
on L5 EPA 20016 and NOAA national weather service.
Eventually, the concluded resulis are presented as a perceniage
accurncy of number of matches, on temperature, relative
humidity, and HHL, occurred from both simulation using
MATLAB Toolbox 20016a and actual survey per total number of
matches and mismatches for each level of happiness including
happy and comfort, unhappy, depress, sad, and feel sick,
respectively.

Keywords- Human Happiness Level; Fuzzy Logic Inference
Systene; Healtly and Happy Livings.

L INTRODUCTION

Typically, the Fuzy Logic Inference System (FIS) has
been extensively exploited 1o cope with comventional Aar
Quality (AQ) assessment based on standard  scales, which
encounter some practical difficulties on measure of complex
levels of chemical compounds and varous hazardous
attributes in air, due to its advantageous concept of
knowledge-based logic that cannot be evidently expressed as
either “True” or “False” but as a linguistic form instead.

In contrast of conventional AQ assessment, the main
physical attnbutes, indicating human happiness and beng
used in this research, mclude only temperature (Temp ),
relative hunudity (RH.), and particulate matter (FM2.5) in air,
which are the major environmental factors conveniently
perceived by common people in order to conduct a compared
survey on satisfactory condiions emphasized on working
cnvironment. The happiness levels are subcategonized into 5
clusses comprising of happy and comfort, unhappy, depress,
sudl, and feel sick, respeetively, derved from NWS heat index,
1ssued by US EPA 2016 and NOAA national weather service,

# SpoeHHLPTE S

Figure 1. Fuzzy inference architecture for the HIHL asscssment with two
parameters, bwvo examples of rules 12 and 20, and all trumeated fmctions
combined li1rdﬂ¢m|ining the |||||.||s|'11](.‘¢||lmul method,

ilustrating  the  significant  relationship  between  air
temperature and relative humidity causing a hkelihood of heat
disorders. Due to the additional aim to evaluate how aceurate
the particular FIS for HHL s compared to the actual outcone,
the survey involving personal satisfaction on environmental
factors along with level of happiness has been practically
conducted as a comparator aside from only perfommung a
conventional expenmental result on an apprasement of A
based HHI. using FIS.

I Fuzzy LoGic INFERENCE SYSTEM FOR HHL

To provide HHL assessment, F15 has been deploved as an
expert system for modeling of nonlinear, uncertain, and
complex svstems generally based on Set theory, with an
approximale reasomng process o allow transforming several
input vectors to a single scalar output [2], Table | summarizes
the ranges of the three main parameters involving in this
rescarch study, and Table 2 defines linguistic variables for
cach parameter. Fig | illustrates the fuzzy mference
architecture for the HHL assessment with three parameters
and two example of rules 12 and 20 through the use of
Centrond Method combimng all truncaled functions in order
tov determine the HHL. For temperature and relative humidity,
Trapezoidal membership funetion was realized, and Gaussian
membership function for particulate matter. Two available
types of FIS in MATLAB waolbox [11] are Mamdam and
Takagi—Sugeno algonthms, though Mamdam algorithm has
ganed a greater widespread acceptance and 15 well suted for




102

Crender

= Male

= Female

Figure 2. Proportion of participants’ genders.

Age (Years)
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139,
| 157

14%
0 9% I .
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Cluthing

Formal Suit [ 9%
Leng Skeeve of Shirts & Pants | 1%
Short Sleeve of Shints & Pants  EE—— 1%
T-Shirts & Pants [ 117

Figure 4. Proportion of participants" clothing hype

complex system and decision processes with human inputs,
By using MATLAB Toolbox 2016a with two available types
of FIS. the simulations have been performed according to
formulated  lingnistic mles versus  lingunistic  vanables
demonsirated on Table 3, which also indicates all five levels
of human happiness,

111 ACTUAL SURVEY = COMPARATOR

The actual survey was conducted as a comparator through
the gathéring opinions from 22 panicipants painng each
satisfaction or happiness level corresponding to cach interval
of both temperature and relative humidite level, and also
providing their personal level of awareness on particulate
mutter affecting their working erwironments. The participants
arc 22 sampled individuals with common experiences on
plyvsical emviromment and diversity of attnbutes including
gender. age range, and clothing tvpe, which are depicted in
details on Fig. 2. Fig 3. and Fig 4. accordingly. The
lemperalure inlervals were conseculively categorized inlo
level 1-5 as 0-22, 23-25, 26-31, 32-37, and above 37 in Celsius
unit. Likewise, the relative humidity intervals were as well
categorized into level 14 as 21-40%, 41-60%, 61-80%, and
81-100% The intervals of both lemperature and humidity
were specified conform o the formery mentioned FIS in
order 10 make a proper verification on matching accurcy
afterward. All participants were required (o match cach level

TABLE 1. EANGESOF [NFUT PARAMETERS

Parnmeters Imput Hanges Units
Temp, 37 oC
RIL 21-100 %
My {1500 pgim’
TABLE 1. Limouistic VariasLes For EAcH Tnpu
PARAMETER
Parumelers Linguistic Variables
Temp. . . Vary  Super
) Cowl Warm Ht Hed ot -
RH. , i Very
(%) Low  Mledium High High - -
I.MH". 1 low  Medium  High ]"!:’;I‘. .
TAHLE [, PrOPOSED DESCRIPTIONS AND EMOTIONAL
INTERPREVATIONS o HuMax Happixess Leved (JITL)
T Deseriptions and Emotional Interpretations [9-12]
Happy Scit-Realization, Living a Lifaof Virtue, Pleasure Attommeent,
amsl Fain Avoldance, Pleasant State or Relaval Fecling ofa Euman

Comilort Being in Heaction o Enviroaments, Aciualization of One's
Inherent Potentials in (he Parsuil of Complex and Meaningful
Gioals in both Individal amd Secicty.

Unlappy Mot cheerful nor Glad, and abso Mol Appropriste nor Lucky.

Ikepriss Irritable Mood, Loss of Plessure, Feeling Tired, Changes in
Weight. Disturbanes 10 Falling Aslesp. Poor Quality of Skep.

Sl Emotonal Pain, Feelings of Dissdvantape, Loss, Despair,
Cirlef, Helpl Dhzapp and Seerow, Suffering of
Ps}l:htﬂtl,pl:!l ar Mon-Phy=ical Origin,

Foel sick Feel ll, Feel Very Upset, and AlTected by Thuase or 111

Thenlth,

ol boih temperature and homidity with each one of 5 levels of
happiness suited for working environment based on their own
opimon. Then the number of matching levels from both
sinmbation and survey compared to the toial number of entine
matches and mismatches shall be computed to obtain a
particular percentage accuracy for each compared level of
happiness. Additionally, the awarengss level of panticulae
manter are rafed as very high, high, medinm, low, and very low
due to their personal concem.

V. RESULTS OF COMPARISC

According to the survey result demonstrated in Table 4,
the accuracy around the mddle range of HHL. 1.¢. unlappy.
depress, and sad, tend o have considerably lower accuracy
when being compare with the other two disting levels of
happingss, i.e. happy/comfon and feel sick. In this case, the
output has obviously shown that it is more sensible for human,
participants, (o possibly classify cach levels of happiness if
they are not oo similar or ambiguons (o cach other, cg
comfon against feel sick. On the contrary, the simulation from
FIS has more cxceeding capabilitv appropriated for such
delicate elassification on HHL through the aid of predefined
rules, Besides, the paniculate matier awareness level
demonstraled on Fig. 5 also has shown thal most of the
participams did have a very high concern on particulate natter
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TABLE IV PROPOSED THE RESULT OF ACCURACY PERCENTAGE
OF MATCHING BETWEEN NUMBER OF TRUE AND TOTAL NUMBER OF BoT™!
TRUE AND FALSE FROM SURVEY RESULT COMPARED TO THE SIMULATION.

Human Survey Result I s
Happiness Number | Number of Mmq
Level (HHL) | of True | True + False m

Happv/Comfort 28 35 80%
Unhappy 11 16 69%
Depress 3 11 27%
Sad 1 9 11%
Feel Sick 13 14 93%
Total 56 85 66%

Particulate Matter Awareness Level

matter s level.

Figure 5. Result for each particul

affecting their working environment, and not cven a single
one has low or very low concemn on particulate matter.

V. CONCLUSIONS

This paper has presented the use of Fuzzy Logic Inference
System (F1S) for an appraisement of Human Happiness Level
(HHL) bascd on temperature, relative humidity, and
particulate matter and also has provided a brief evaluation on
how accurate the FIS is when being compared with both the
simulation and the actual satisfaction through related survey
on the appraisement of HHL. The final result has shown that
the FIS tend to have a high conformance to the actual
happiness level based on participants® opinions when the HHIL
has more cvident distinction. In addition, the result of actual
HHL considered by participants may depends on vaniety of
other factors such as ability of cach individual’s physical
sensory, familiarity to local climate, and influences from
cumulative experience. Morcover, the paper has also provide
the definition on HHL consisting of five levels interpreted
from human emotions.

The further research study should be extendedly focused
on a significant effects on the number of people stayed within
a fixed space and discover its hidden linkages to the HHL,
enhancing from previous conventional fuzzy logic inference

systems solely considering on only air quality assessment.
The example of promising application could be introduced as
an extraordinarily smart air conditioner control with genuine
accordance to human actualization, especially happiness.
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Abstract— The recurrence plot analysis (RPA) has been widely 21401
utilized to extract characteristic features from conventional

ECG signals with the transformed recurrence plot (RP) 020

expressed in concurrent time domain instead, which is normally N

focused only on the interpretation of the plot itself rather than
the existing characteristics caused by the original signal.
Therefore, this research paper proposes a case study of using
RPA to analyze the extracted features of a 15-lead ECG signal
with particular anomaly, a bundle branch block (BBB), which
is initially obtained from the MIT-BIH dutabase. The dataset of
ECG signals representing BBB have been carefully selected and
properdy performed in MATLAB software to illustrate all of the
15 unique patterns with the intention of verifying the shared
features among those patterns representing BBB. Besides, the
purposc is tw emphasis on the example use of extracted
characteristic patterns as to qualitatively identify the type of a
heart discase compared visually with the normal RP generating
from a normal ECG signal as a reference for even further
research on analysis of heart diseases classification.

Keywords- ECG; Heart Disease: Bundle Branch Block;
Recurrence Plot; RPA; MIT-BIIL

I INTRODUCTION

The recurrence plot analysis (RPA) has been widely used
as an advanced visualization technique to visually analyze the
nonlinear time-series dynamics in time domain. Normally.
this approach is expected 1o be easily identified for the
analysis of nonlinear signals. e.g. ECG signals. even in the
situation where several signals possessing the close similarity
that are inconvenient to identify immediately. Although the
recurrence plot has been widely used especially with the ECG
signal analysis. only few rescarches are essentially focused
on the occurred features from recurrence plot (RP) pattiern
indicating the onginal type of major heart diseases. In this
case, a dataset of bundle branch block (BBB) from the MIT-
BIH database has been selected as a representative of a heart
disease transformed into the form of RP for further analysis.
The dataset of ECG signals compnse of 15 signals
representing each lead that measures the patient. Even though
the position of all the leads arc one of the major indicators o
identify the type of heart discasc. this rescarch paper
cmphasizes more on the appearance of fifteen characteristic
pattems rather than considering intensively on the significant
association between cach pattern and cach lead with different
angles around the chest and limb.
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Figure 1. An ECG signal of a normal person
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Figure 2. The related recurrence plot of normal ECG
Il EXPERIMENTS AND RESULTS

From the MIT-BIH database, both sets of normal ECG
and ECG of bundle branch block were selected and processed
to recurrence plot with MATLAB. Fig. 1 depicts the ECG
signal of a normal person, and Fig, 2 also depicts its related
recurrence plot. It has shown that, in case of normal ECG. the
pattern of RP has been uniformly distributed among the entire
plot with approximate symmetry. The normal ECG may
varies for cach individual person, but the patierns should
possess the same features such as regularly distributed of
lines and stripe, with uniform distances over the area. The
blue colors indicates that the oniginal signal value is very far
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Figure 3. The 15 recurrence plots from 15-kead ECG signals of bundle branch block discase, arranging from (a)-{0), respectively,
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different compared to others, the yellow colors indicates that
the oniginal signal approximately has the same value as others
and the orange ones show that the signal values arc moderately
different compared to the others in respective time.

After a brief overview of both ECG and RP of normal
case, an ECG representing anomaly of heart discase will then
be performed as a countermeasure (0 the previous normal
ECG. The ECG dataset of 15 Icads of BBB for a patient has
been obtained from MIT-BIH database as mentioned carlier,
To display all possible RPs from every leads, those 15 sets of
signal data were well transformed into all 15 respective
recurrence plots as shown in Fig. 3, depicting all of the 15
related RPs ranging from (a) to (0). according to cach lead. As
illustrated, cach of 15 RPs have their own unique pattens
according to cach lead as well, but a thing they have in
common is . Additionally. the value scale of both each ECG
and PR maybe varied duc to the position of lead placing to
measure the electrical signals,

In Fig. 4. a sample of ECG in case of BBB has well plotied
and presented despite of the different time scale with the
normal one. The aim is just to provide a clear figure of ECG
with specific sinus rhythm. In this casc. the distinction
between the normal and the anomaly still could be easily

‘The related recurrence plot of bundle branch block discase.

distinguish due to their apparent appearance, but there are also
many cases where, in ECG scenario, the signals might be quite
difficult to identify and classify whether there is any issue of
heart discase occurring, In contrary, with the aid of recurrence
plot analysis. the result of matching characteristic pattern as
depicted in Fig. 5 has apparently shown that the plot has some
unique pattems appearing, which could be casily and
immediately identified for any occurring anomalies.

1L CONCLUSION

Comparing to the recurrence plot of normal ECG, the
recurrence plot on the case of bundle branch block discase
tends to have thicker stripes in both blue and yellow color
since the parameter Q. R. and S for ECG of BBB would be
wider than usual. The particular cause is that BBB belongs 1o
a condition where there is an obstruction resulting in the
delay of impulses traveling along the pathway to stimulate
the heartbeat. In addition, the entire fiftcen leads might not be
necessary 1o reveal and expose the same features, depending
on the positions of the leads.

As aforementioned. this conceptual idea of case study is
still only focused on the extracting of distinctive features of
a heant disease in time-domain pattemns, comparing visually
1o the RP of normal case in term of revealed pattern. The
further research could be conducted by considering
characteristic features from other major heart diseases in RP
form as well, and the concept could even be dramatically
leverage through the use of image processing techniques or
deep learning techniques in order to properly perform precise
classification of each heart discascs through RPA.
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